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Abstract: This article presents a class of Stackelberg mean-field-type games with multiple leaders and multiple followers. The decision-makers act in sequential order with informational differences. The state dynamics is driven by jump-diffusion processes and the cost function is non-quadratic and has a polynomial structure. The structures of Stackelberg strategies and costs of the leaders and followers are given in a semi-explicit way in state-and- mean-field-type feedback form. A sufficiency condition is provided using an infinite dimensional partial integro-differential system. The methodology is extended to multi-level hierarchical systems. It is shown that not only the set of decision-makers per level matters but also the number of hierarchical levels plays a key role in the global performance of the system. We also identify specific range of parameters for which the Nash equilibrium coincides with the hierarchical solution independently of the number of layers and the order of play.
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1. INTRODUCTION

One of the central questions in game theory is understanding the difficulties that parties have in reaching a solution when decision-makers act in a sequential order with different information structure. Informational differences provide an appealing explanation for the solution concept. A distinction between the order of play was introduced in von Stackelberg (1934) within the context of game theory. In this original work, he distinguished between the first mover, called the primary decision-maker (the leader), and the second mover, called the secondary decision-maker (the follower). The idea is to investigate the best response and the reaction of the decision-makers when the follower can observe the move of the leader and subsequently acts.

Mean-field-type game theory studies a class of games in which the payoffs and or state dynamics depend not only on the state-action pairs but also the distribution of them. This class of games offers several features:

- a single decision-maker can have a strong impact on the mean-field terms,
- the expected payoffs are not necessarily linear with respect to the state distribution,
- the number of decision-makers is not necessarily infinite.

Games with non-linearly distribution-dependent quantity-of-interest are very attractive in terms of applications because the non-linear dependence of the payoff functions in terms of state distribution allow us to capture risk measures which are functionals of variance, inverse quantile, and or higher moments.

Only few works consider hierarchical structures in mean-field related games. Open-loop Stackelberg solutions are addressed in linear-quadratic setting in Lin et al. (2019); Du and Wu (2019). In the context of large populations, mean-field Stackelberg games are investigated in (Moon and Basar, 2015; Bensoussan et al., 2015, 2017; Averboukh, 2018).

Our contribution can be summarized as follows. This work examines a class of hierarchical mean-field-type games with multiple leaders and multiple followers. Based on infinite dimensional partial integrodifferential equations
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(PIDEs), we provide semi-explicit solutions of a class of master systems with hierarchical structure and non-quadratic cost, which are not covered by the earlier works.

The rest of this article is structured as follows. We present the model setup in Section 2. Section 3 investigates the Nash equilibrium (no leader). Section 4 presents Stackelberg solution. Finally, concluding remarks are presented in Section 5.

2. THE SETUP

The time horizon of the interaction is \([t_0, t_1]\), \(t_0 < t_1\). There are \(I \geq 1\) agents. The set of agents is denoted by \(I = \{1, 2, \ldots, I\}\). Agent \(i \in I\) has a control action \(u_i \in U_i = \mathbb{R}\). The state \(x\) is driven by Drift-Jump-Diffusion of mean-field type given by

\[
dx = b dt + \sigma dB + \int_\mathbb{R} \mu(\cdot, \theta) \tilde{N}(dt, d\theta), \quad x(t_0) \sim m(t_0),
\]

where

- **Drift:** \(b\), Brownian motion \(B\),
- **Jump:** \(\tilde{N}(dt, d\theta) = N(dt, d\theta) - \nu(d\theta) dt\),

\[
b, \sigma, \mu(\cdot, \cdot), : [t_0, t_1] \times \mathbb{R} \times \mathcal{P}(\mathbb{R}) \times \prod_{j=1}^{I} U_j \to \mathbb{R}.
\]

The performance functional of agent \(i\) is

\[
L_i(u, m_0) = h_i(x(t_1), m(t_1)) + \int_{t_0}^{t_1} l_i(t, x, u, m) dt,
\]

where \(m(t, dy) = \mathbb{P}_x(dy)\) is the probability measure of the state \(x(t)\) at time \(t\).

We assume the following information structure:

- perfect state measurement, i.e., all the decision-makers observe the state \(x\)
- perfect knowledge of the model i.e., the model above is known by all decision-makers.

In addition, each decision-maker is assumed to have a computability capability such that is able to compute an aggregate term, denoted by \(m\), from the model. Let \(U_i\) be the set of control strategies of decision-maker \(i\) that are progressively measurable with respect to the filtration generated by the unions of events in \(\{B, \mathcal{N}\}\).

2.1 Games with polynomial cost

We investigate the mean-field-type game with the following data: \(t_0 = 0, t_1 = T > 0\),

\[
l_i(t, x, u, m) = q_i (x - \bar{x})^{2k_i} + r_i (u_i - \bar{u}_i)^{2k_i} + \varepsilon_i (x - \bar{x})^{2(k_i-1)}(u_i - \bar{u}_i)
+ \sum_{j \in \mathcal{I}(t)} \epsilon_{ij} (x - \bar{x})^{2(k_j-1)}(u_j - \bar{u}_j) + \tilde{q}_i \bar{x}^{2k_i} + \tilde{r}_i \bar{u}_i^{2k_i} + \tilde{c}_i \bar{x}^{2(k_i-1)}
+ \sum_{j \neq i} \tilde{\epsilon}_{ij} \bar{x}^{2(k_j-1)} \bar{u}_i \bar{u}_j,
\]

\[
h_i(x, m) = q_{iT} (x_T - \bar{x}_T)^{2k_i} + \tilde{q}_i \bar{x}_T^{2k_i},
\]

\[
b(t, x, u, m) = b_1 (x - \bar{x}) + b_2 (u_j - \bar{u}_j) + \tilde{b}_j \bar{u}_j,
\]

\[
\sigma(t, x, u, m) = (x - \bar{x}) \tilde{\sigma},
\]

\[
\mu(t, x, u, m, \theta) = (x - \bar{x}) \tilde{\mu}(\cdot, \theta),
\]

\[
x(t) = \int y m(t, dy),
\]

\[
\bar{u}(t) = \int u(t, y, m) m(t, dy),
\]

where \(k_i \geq 1, \tilde{k}_i \geq 1, \) are natural numbers, and the coefficients are time dependent. The coefficient functions \(q_i, r_i, \bar{q}_i, \bar{r}_i\) are nonnegative functions.

3. NASH MEAN-FIELD-TYPE EQUILIBRIUM

The risk-neutral mean-field-type game is given by

\[
(I, U_i, \mathcal{U}_i, \mathbb{E}[L_i]|_{t \in I}).
\]

A risk-neutral Mean-Field-Type Nash Equilibrium is a solution of the following fixed-point problem:

\[
i \in I,
\]

\[
\mathbb{E}[L_i(u^*_i, m_0)] = \inf_{u_i \in U_i} \mathbb{E}[L_i(u_i^*, \ldots, u_{i-1}, u_i, u_{i+1}, \ldots, u^*_I, m_0)].
\]

Let \(\hat{V}_i(t, m)\) be the optimal cost-to-go from \(m\) at time \(t \in (t_0, t_1)\) given the strategies of the others, i.e.,

\[
\hat{V}_i(t, m) = \inf_{u_i \in U_i} \mathbb{E}[h_i(x(t_1), m(t_1))
+ \int_{t}^{t_1} l_i(t, x, u, m) dt|m(t) = m].
\]

Let \(\hat{V}_{i,m}\) be the Gâteaux derivative of \(\hat{V}_i(t, .)\) with respect to the measure \(m\). Introduce the integrand Hamiltonian as

\[
H_i(x, m, (\hat{V}_{j,m}, \hat{V}_{j,xm}, \hat{V}_{j,xxm})) = \inf_{\phi_i,m \in \mathcal{U}_i} \left\{ l_i + b \hat{V}_{i,xm} + \frac{\sigma^2}{2} \hat{V}_{i,xmm}
+ \int \left[ \hat{V}_{i,m}(t_-, x + \mu) - \hat{V}_{i,m} - \mu \hat{V}_{i,xm} \right] \nu(d\theta) \right\}.
\]

Denote the jump operator \(J\) as

\[
J[\phi_i,m] := \int_{\mathbb{R}} [\phi_i,m(t_-, x + \mu) - \phi_i,m(\mu) \nu(d\theta),
\]

and let \(J^*\) be the adjoint operator of \(J\):

\[
(J[\phi], m) = \langle \phi, J^*[m] \rangle.
\]

A sufficiency condition for a risk-neutral Nash equilibrium system is given by the following (backward-forward) partial integro-differential system

\[
i \in I,
\]

\[
0 = \hat{V}_i(t, m),
\]

\[
+ \int_{\mathcal{I}} H_i(x, m, (\hat{V}_{j,m}, \hat{V}_{j,xm}, \hat{V}_{j,xxm}))_{t \in \mathcal{I}} m(t, dx),
\]

\[
\hat{V}_i(t_1, m) = \int m(t_1, dy) h_i(y, m(t_1)),
\]

\[
m_u = -(mb) + \frac{1}{2} (m\sigma^2)_{xx} + J^*[m],
\]

\[
m(0) = m_0.
\]
We refer the reader to Bensoussan et al. (2020) for a derivation of this equilibrium system. The system (2) is an infinite PIDE system in \( n \) and it provides the Nash equilibrium values of the mean-field-type game. Notice that the PIDE system, satisfied by \( \{ \hat{V}_{i,m} \}_{i \in \mathcal{I}_L} \), is not the 

**equilibrium value** \( \{ \hat{V}_i \}_{i \in \mathcal{I}} \) in (2). We use (2) to find risk-neutral Nash mean-field-type equilibrium.

**Proposition 1.** A risk-neutral mean-field-type Nash equilibrium is given in a semi-explicit way as follows:

\[
\begin{align*}
\hat{u}^{ne}_i &= -\eta_i \left( x - \int y m(dy) - \eta_i \int y m(dy) \right), \\
0 &= -r_i \hat{\eta}_i^{2k_i-1} - \sum_{j \neq i} \sum_{j \neq \mathcal{I}} \epsilon_{ij} \eta_j + b_i \alpha_i + c_i, \\
0 &= -\hat{r}_i \hat{\eta}_i^{2k_i-1} - \sum_{j \neq i} \epsilon_{ij} \hat{\eta}_j + b_i \hat{\alpha}_i + c_i,
\end{align*}
\]

\[
\hat{V}_i(t, m) = \alpha_i \int_x \left( \frac{x - \int y m(dy)}{2k_i} \right)^{2k_i} m(dx) + \hat{\alpha}_i \left( \frac{\int y m(dy)}{2k_i} \right)^{2k_i},
\]


\[
0 = \hat{\alpha}_i + \hat{q}_i + \hat{r}_i \hat{\eta}_i^{2k_i} - 2k_i \hat{\alpha}_i \eta_i + b_i \sum_{j \neq \mathcal{I}} \sum_{j \neq i} \epsilon_{ij} \eta_j \eta_i + 2k_i \alpha_i \left[ 1 - 2k_i \hat{\mu} \right] \nu(d\theta),
\]

\[
\alpha_i(T) = \hat{q}_iT, \\
0 = \hat{\alpha}_i + \hat{q}_i + \hat{r}_i \hat{\eta}_i^{2k_i} - 2k_i \hat{\alpha}_i \eta_i + b_i \sum_{j \neq \mathcal{I}} \sum_{j \neq i} \epsilon_{ij} \eta_j \eta_i + 2k_i \alpha_i \left[ 1 - 2k_i \hat{\mu} \right] \nu(d\theta),
\]

where the coefficient functions \( \hat{\alpha}_i, \hat{\alpha}_i \) need to be determined. We omit details of this proof due to the lack of space.

**Proof.** This proof is developed by solving the PIDE system (2) using the following guess functional of agent \( i \) as

\[
\hat{V}_i(t, m) = \alpha_i(t) \int_x \left( \frac{x - \int y m(dy)}{2k_i} \right)^{2k_i} m(dx) + \hat{\alpha}_i(t) \left( \frac{\int y m(dy)}{2k_i} \right)^{2k_i},
\]

where the coefficient functions \( \alpha_i, \alpha_i \) need to be determined. We omit details of this proof due to the lack of space.

The uniqueness of the coefficient system (3) in \( \eta \) requires a strong condition. For example for \( k = 1 \), the determinant must be non-zero. When the determinant is zero, the resulting control strategies become non-admissible and the costs become infinite. In the next section we investigate the bi-level case with multiple leaders and multiple followers.

4. **MULTIPLE LEADERS AND MULTIPLE FOLLOWERS**

We consider the description in (1) in a bi-level hierarchical game with two and more leaders, i.e., \( |\mathcal{I}_L| \geq 2 \), and two and more followers, i.e., \( |\mathcal{I}_F| \geq 2 \). We restrict our attention to the admissible strategies which are Lipschitz in the state \( x \). Given the strategies of the leaders \( (u_{iL})_{i \in \mathcal{I}_L} \in \prod_{i \in \mathcal{I}_L} \mathcal{U}_i \), a risk-neutral best response strategy of follower \( j \) is a strategy that solves \( \inf_{u_j} E \mathcal{L}_j \). The set of risk-neutral best responses of \( j \) is denoted by \( \text{mBR}_j \). A mean-field-type risk-neutral Nash equilibrium between the followers given the first movers' strategies \( (u_{iL})_{i \in \mathcal{I}_L} \in \prod_{i \in \mathcal{I}_L} \mathcal{U}_i \), is a strategic profile \( (u_{jF}, j \in \mathcal{I}_F) \), of all followers such that for every decision-maker \( j \in \mathcal{I}_F \),

\[
0 \in \text{mBR}_j((u_{iL})_{i \in \mathcal{I}_L}; (u_{jF})_{j \in \mathcal{I}_F \setminus \{j\}}).
\]

The followers solve the following Nash game given the strategy of the leaders \( (u_{iL})_{i \in \mathcal{I}_L} \) for all \( j \in \mathcal{I}_F \),

\[
0 = \hat{V}_j(t, m) + \int_x H^*_j(x, m, (\hat{V}_{iL}, \hat{V}_{iL}; x, m), (\hat{V}_{jF}, m))(u_{iL})_{i \in \mathcal{I}_L}) m(t, dx),
\]

\[
\hat{V}_j(t, m) = \int m(t, dy) \nu_j(y, m(t)),
\]

\[
H^*_j = \inf_{u_j \in \mathcal{U}_j} \left\{ l_j + b \hat{V}_{jF} + m^{2} \int_0^t J[\hat{V}_{jL}, m](u_{iL})_{i \in \mathcal{I}_L} \right\},
\]

\[
m_j = (m^{2})_{xx} + J^{*}[m](m)(0) = m_0.
\]

Then the leader agents solve the following PIDE system:

\[
0 = \hat{V}_{iL}(t, m) + \int_x H^*_i(x, m, (\hat{V}_{iL}, \hat{V}_{iL}; x, m), (\hat{V}_{iL}, m))(u_{iL})_{i \in \mathcal{I}_L}) m(t, dx),
\]

\[
\hat{V}_{iL}(t, m) = \int m(t, dy) \xi_i(y, m(t)),
\]

\[
H^*_i = \inf_{u_i \in \mathcal{U}_i} \left\{ l_i + b \hat{V}_{iL} + \nu^2 \int_0^t J[\hat{V}_{iL}, m]\right\},
\]

\[
m_i = (m^{2})_{xx} + J^{*}[m](m)(0) = m_0.
\]

A minimizer of the integrand Hamiltonian \( H^*_i \), denoted by \( u^{ss}_i(t, x, m, (\hat{V}_{iL}, \hat{V}_{iL}; \hat{V}_{iL}, m), (\hat{V}_{iL}, m))(u_{iL})_{i \in \mathcal{I}_L \cup \mathcal{I}_F} \), provides a candidate Stackelberg strategy of the leader \( i \). A mean-field-type risk-neutral Stackelberg solution among multiple leaders and multiple followers is a strategy \( (u^{ss}_{iL})_{i \in \mathcal{I}_L}, (u^{ss}_{jF})_{j \in \mathcal{I}_F} \), of all decision-makers such that

\[
\hat{u}^{ss}_i \in \arg \min_{u_i \in \mathcal{U}_i} \left\{ E \mathcal{L}_i(x, u_i, (u^{ss}_{iL})_{i \in \mathcal{I}_L \setminus \{i\}}, (u^{ss}_{jF})_{j \in \mathcal{I}_F \setminus \{j\}}) : \hat{u}^{ss}_j \in \text{mBR}_j((u^{ss}_{iL})_{i \in \mathcal{I}_L}; (u^{ss}_{jF})_{j \in \mathcal{I}_F \setminus \{j\}}) \right\},
\]
and for every follower
\[ j \in I_F, \quad u_j^{s_a} = \eta_j \left(x - \int \gamma_m(dy)\right) - \bar{\eta}_j \int \gamma_m(dy), \quad j \in I_F, \tag{6a} \]

Proposition 2. The risk-neutral Stackelberg mean-field-type solution with multiple leaders and multiple followers is given in a semi-explicit way as follows:

\[ u_j^{s_a} = -\eta_j \left(x - \int \gamma_m(dy)\right) - \bar{\eta}_j \int \gamma_m(dy), \quad j \in I_F, \]

where
\[ 0 = -r_j\eta_j^{2k_j-1} - \sum_{i \in I_L \setminus \{j\}} \epsilon_{ij}\bar{\eta}_j - \sum_{i \in I_F \setminus \{j\}} \epsilon_{ij}\eta_i + b_{ij}\alpha_j + c_j, \]

\[ 0 = -\bar{r}_j\eta_j^{2k_j-1} - \sum_{i \in I_L \setminus \{j\}} \epsilon_{ij}\bar{\eta}_j - \sum_{i \in I_F \setminus \{j\}} \epsilon_{ij}\eta_i + b_{ij}\bar{\alpha}_j + \tilde{c}_j, \]

\[ i \in I_L, \]

\[ 0 = -r_i\eta_i^{2k_i-1} - \sum_{i \in I_L \setminus \{i\}} \epsilon_{ii'}\bar{\eta}_{i'} - \sum_{i \in I_F \setminus \{i\}} \epsilon_{ii'}\eta_{i'} + b_{ii'}\alpha_i \]

and

\[ \left[ \int \gamma_m(t, dy) \right] = \left[ \int \gamma_m(0, dy) \right] e^{\int \left[b_0 - \sum_{j \in I_F} b_{jj}\eta_j\right] dt'}, \tag{6g} \]

whenever the above coefficient system admits a unique solution. \(\Box\)

**Proof.** This proof is omitted for brevity. It is developed by following same technique as in Proposition 1.

Clearly, the mean-field-type Nash equilibrium (3) differs from the Stackelberg solution (6) when the \(\epsilon_{ij}\) are non-zero.

### 4.1 No control-coupling within classes

It follows from (6) that for \(\epsilon_{jj'} = 0 = \tilde{\epsilon}_{jj'}\) for \((j, j') \in I_F^2\), the term \(\eta_j\) is explicitly given by

\[ \eta_j = \left\{ -\sum_{i \in I_L} \epsilon_{ji}\bar{\eta}_i + b_{ij}\alpha_j + c_j \right\}^{\frac{1}{\bar{r}_j - 1}}, \]

\[ \bar{\eta}_j = \left\{ -\sum_{i \in I_L} \epsilon_{ji}\eta_i + b_{ij}\bar{\alpha}_j + \tilde{c}_j \right\}^{\frac{1}{\bar{r}_j - 1}}. \]

**No Leader. All Followers:** In this case there is no leader. All agents are followers. This case is similar to the model proposed in the Nash game above. The solution is given in (3).

**Multiple Leaders and One Follower:** Since there is only one follower the reaction set of the follower will be computed given the strategies of the leaders.

**All leaders and no follower:** In this case there is no follower. All agents are leaders. In terms of information structure, this case is similar to the model proposed in the Nash game above. The solution is given in (3).

### 4.2 Effect of the total number of leaders on the social cost

We investigate the effect of the number of leaders in the global performance of the system. The total cost at the Stackelberg solution is

\[ S(I_L, m_0) = \sum_{i \in I_L} \bar{V}_i(0, m_0) + \sum_{j \in I_F} \hat{V}_j(0, m_0), \tag{6d} \]

For \(m_0 = \delta_{x_0}\), and \(k_i = k \geq 1\), the total cost is

\[ S(I_L, m_0) = \left( \sum_{i \in I_L} \bar{\alpha}_i(0) + \sum_{j \in I_F} \bar{\alpha}_j(0) \right) \frac{\bar{x}_0^k}{2k}. \tag{6c} \]

**Uniform coupling:** When all other parameters are identical across the players except their role, \(S(I_L, m_0)\) can be expressed as a function \(|I_L|\). It follows from (6) that

\[ \chi := |I_L|, \]

with
0 = −r(ηfo)2k−1 − (|I| − χ − 1)ϵηfo − χϵηlead + b2αfo + c,
0 = −r(ηlead)2k−1 − (χ−1)ϵηlead − (|I| − χ)ϵηfo + ... + 2ki
i−1∑
i′=1
ϵii′ηiηi′
+ 2ki
I∑
j=i+1
ϵijηiηj
+ 2ki{b1 −
i−1∑
i′=1
b2i′ηi′−b2iηi −
I∑
j=i+1
b2jηj}αi

The optimal number of leaders is given by

$$[I_L] \in \arg \min [\alpha]_{(0)} + (|I| − χ)[\alpha]_{(0)}$$

where $\alpha$ depends on $\chi$ as well. We observe that the later function is not necessarily monotone in $\chi = [I_L]$. This means that increasing the number of leaders in the interaction does not necessarily improve the global performance of the system.

5. FULLY HIERARCHICAL GAME

In the previous sections we had only bi-level problems. Here, we make as many levels as the number of decision-makers. There are $|I|$ hierarchical levels. In each layer $i$, decision-maker $i$ chooses a control strategy $u_i$ knowing the control strategy of the preceding decision-makers i.e., $\{i = 1, \ldots, I\}$. This becomes a sequential decision-making problem. We use a backward induction method to solve the hierarchical game problem. This means that the decision-making problem at the last layer $I$, which is the reaction of decision-maker $I$ can be seen as a mean-field-type control problem. This is because at $i$-th level, the strategies $(u_i')_{i \in \{1, \ldots, i−1\}}$ are already known by decision-maker $i$.

Proposition 3. The risk-neutral $I$-level hierarchical mean-field-type solution is given in a semi-explicit way as follows:

$$u_i^{hs} = -\eta_i (x - \int ym(dy)) − \bar{\eta}_i \int ym(dy), i \in I, \quad (7a)$$

$$V_i(0, m) = \alpha_i(0) \int x - \int ym(0, dy) 2k_i 2k_i m(0, dx) + \alpha_i(0) \int ym(0, dy) 2k_i, \quad (7b)$$

with

$$\int ym(t, dy) = \int ym(0, dy) e^{\int_0^t (\bar{b}_i - \sum\nabla\bar{b}_j \eta_j) dt}, \quad (7c)$$

where coefficient functions are given by

Level $i$:

$$0 = -r_i \eta_i^{2k_i−1} + c_i + \sum_{j=1}^I \epsilon_{i,j} \eta_j + \sum_{j=1}^I \epsilon_{i,j} \eta_j (2k_j−1) r_j \eta_j$$

with

Level $1$:

$$0 = -r_1 \eta_1^{2k_1−1} + c_1 + \sum_{j=1}^I \epsilon_{1,j} \eta_j + \sum_{j=1}^I \epsilon_{1,j} \eta_j (2k_j−1) r_j \eta_j$$

and

$$\alpha_i(0) \in \arg \min [\alpha]_{(0)} + (|I| − χ)[\alpha]_{(0)}$$
We observe that whenever these equations admit a solution.

\[ 0 = -\bar{r}_i\bar{\eta}_i + \sum_{j=i+1}^T \bar{b}_{ij} - \sum_{i'=1}^{i-1} \epsilon_{i',j} \bar{\eta}_{i'} + \sum_{j=i+1}^T \bar{b}_{i,j} \]

\[ + 2k_i \sum_{j=i+1}^T \bar{\epsilon}_{ij} \bar{\eta}_j \]

\[ + 2k_i \sum_{j=i+1}^T \bar{b}_{ij} - \sum_{i'=1}^{i-1} \epsilon_{i',i} \eta_i + \bar{b}_{ij} - \sum_{j=i+1}^T \bar{b}_{j,i} \bar{\eta}_j \]

\[ + 2k_i \sum_{j=i+1}^T \bar{b}_{ij} - \sum_{i'=1}^{i-1} \epsilon_{i',i} \eta_i - \sum_{j=i+1}^T \bar{b}_{j,i} \bar{\eta}_j \]

\[ \alpha_i(T) = q_i T, \]

\[ 0 = -\bar{r}_i\bar{\eta}_i^{2k_i-1} + \bar{\epsilon}_i - \sum_{i'=1}^{i-1} \epsilon_{I-1,i'} \bar{\eta}_{i'} - \sum_{j=i+1}^T \bar{\epsilon}_{i,j} \bar{\eta}_j \]

\[ + \int_{\Theta} [(1 + \tilde{\mu})^{2k_i-1} - 2k_i \tilde{\mu}] \nu(d\theta), \]

\[ \alpha_i(T) = q_i T, \]

\[ 0 = -\bar{r}_i\bar{\eta}_i^{2k_i-1} + \bar{\epsilon}_i - \sum_{i'=1}^{i-1} \epsilon_{I-1,i'} \bar{\eta}_{i'} - \sum_{j=i+1}^T \bar{\epsilon}_{i,j} \bar{\eta}_j \]

\[ + \int_{\Theta} [(1 + \tilde{\mu})^{2k_i-1} - 2k_i \tilde{\mu}] \nu(d\theta), \]

\[ \alpha_i(T) = q_i T, \]

\[ 0 = -\bar{r}_i\bar{\eta}_i^{2k_i-1} + \bar{\epsilon}_i - \sum_{i'=1}^{i-1} \epsilon_{I-1,i'} \bar{\eta}_{i'} - \sum_{j=i+1}^T \bar{\epsilon}_{i,j} \bar{\eta}_j \]

\[ + \int_{\Theta} [(1 + \tilde{\mu})^{2k_i-1} - 2k_i \tilde{\mu}] \nu(d\theta), \]

\[ \alpha_i(T) = q_i T, \]

whenever these equations admit a solution. □

**Proof.** This proof is omitted for brevity. It is developed by following same technique as in Proposition 1.

We observe that

- For \( \epsilon_{ij} \neq 0, \bar{\epsilon}_{ij} \neq 0 \), the order of the play matters because of the informational difference between the decision-makers at different level of hierarchy in (7). One open question that we leave for future investigation is to find the optimal ordering among all permutations of heterogenous decision-makers.

- When all the \( \epsilon_{ij} \) and \( \bar{\epsilon}_{ij} \) are zero, the Nash equilibrium coincides with the bi-level solution, which also coincides with any level hierarchical solution. The order of the play and the informational difference does not generate an extra advantage for the first mover in this particular case.

### CONCLUSIONS

We have studied a hierarchical mean-field-type game structure with state dynamics driven by jump-diffusion processes and with non-quadratic cost functionals. We have computed, in a semi-explicit manner, the Stackelberg equilibrium corresponding to different scenarios. The considered cases comprise a bi-level case with multiple either leaders or followers, and the case involving several levels. Besides, a discussion about the circumstances under which the Nash equilibrium coincides with the Stackelberg solution has been developed.

### REFERENCES


