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1. INTRODUCTION

Dissipativity is a well-known and essential concept of system and control theory introduced by Willems (1972a,b). Against this background, renewed interest on this property has been shown in the context of Economic Model Predictive Control (EMPC). EMPC is a particular kind of Model Predictive Control (MPC) characterized by general objective functions (Faulwasser et al. (2018)). Analogously to MPC, at each time step the control inputs are computed solving a finite horizon optimal control problem. Then, only the first component of the predicted input sequence is applied to the system. In this scenario, dissipativity properties are extremely useful in order to characterize the optimal operating behavior of a system and to analyze closed-loop convergence, see Faulwasser et al. (2018) and Müller et al. (2015). Results available in the literature prove dissipativity conditions for dynamical systems modeled by difference equations (see, e.g., Daum et al. (2014) and Berberich et al. (2020)). In particular, strict dissipativity is employed to characterize optimal steady-state (Faulwasser et al. (2018); Müller et al. (2015)) and optimal periodic operation (Zanon et al. (2017); Köhler et al. (2018)). Once dissipativity conditions are provided, these can be used to guarantee convergence of the closed-loop system, obtained from the application of EMPC schemes, to the optimal behavior (Faulwasser et al. (2018)).

This work proposes some preliminary results on dissipativity conditions for systems modeled by convex difference inclusions. These findings are extremely important in order to retrieve convergence guarantees for generic EMPC schemes built on such systems. This turns out to be fundamental for the development of effective online energy management strategies for hybrid electric vehicles. In this paper, some available results on optimal operation at steady-state proposed by Damm et al. (2014) are extended to the case of dynamical systems described by convex difference inclusions. Thus, the main contributions are summarized as follows:

- Considering a system described by convex difference inclusions, dissipativity is proven for optimal steady-state operation. This property provides important information on the convergence of the closed-loop system obtained by applying EMPC schemes.
- Implications of the dissipativity result for the energy management strategy problem of hybrid electric vehicles are discussed.

The paper is organized as follows. First, dissipativity is proven for steady-state operation of dynamical systems modeled by convex difference inclusions (Section 2). Then, in Section 3, the validity of the dissipativity condition and of its implications is shown, in a simulation environment, for the energy management problem of hybrid electric vehicles.

2. DISSIPATIVITY CONDITION FOR OPTIMAL STEADY-STATE OPERATION

In this section, the strict dissipativity condition for optimal operation at steady-state is proven. First, the general convex program is formulated. Then, dissipativity is analyzed. Eventually, an EMPC formulation is provided.
2.1 Problem formulation

The system dynamics is modeled by the following difference inclusion:
\[ x(k+1) \in F(x(k), u(k), r(k)) = \{ y \in \mathbb{R}^n | y \leq f(x(k), u(k), r(k)) \}, \]
where \( f \) is a concave and continuous function. Moreover, \( x \in \mathbb{R}^n \) denotes the state variables, \( u \in \mathbb{R}^m \) the control variables, and \( r \in \mathbb{R}^w \) some reference signals. Therefore, the feasible tuples \( (x, u, r) \) are collected in the following set, which is assumed to be compact:
\[ \mathcal{Y} := \{(x, u, r) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^w | g_i(x, u, r) \leq 0 \text{ for all } g_i \in \mathcal{G} \} \]
with \( \mathcal{G} \) the set of constraints and \( g_i : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^w \to \mathbb{R} \) convex. Hence, the following sets are defined:
\[ \mathcal{X} := \{ x \in \mathbb{R}^n | x \in \mathbb{R}^n \} \quad \text{and} \quad \mathcal{U} := \{ u \in \mathbb{R}^m | u \in \mathbb{R}^m \} \]
Eventually, the general convex optimal control problem (defined over the horizon \( N \)) reads as follows:
\[
\begin{align*}
\text{minimize} & \quad \sum_{k=0}^{N-1} l(x(k), u(k), r(k)) + V_f(x(N)) \\
\text{subject to} & \quad x(k+1) = f(x(k), u(k), r(k)) \\
& \quad g_i(x(k), u(k), r(k)) \leq 0, \quad \forall g_i \in \mathcal{G} \\
& \quad x(0), x(1), \ldots, x(N) \in \mathcal{Y}.
\end{align*}
\]
with \( l \) being the continuous and convex stage cost and \( V_f \) the continuous and convex terminal cost. In the EMPC context, program (3) is solved with \( x(0) = x(t) \) (the measured state) over a suitable prediction horizon \( N = N_p \). Then, only the first control variable is applied to the system (receding horizon principle).

2.2 Optimal steady-state operation

Let us introduce \( (x^*, u^*, \bar{r}) \), the optimal steady-state (or equilibrium point) retrieved from the solution of the following convex program:
\[
\begin{align*}
\text{minimize} & \quad l(x, u, \bar{r}) \\
\text{subject to} & \quad x \leq f(x, u, \bar{r}) \\
& \quad g_i(x, u, \bar{r}) \leq 0, \quad \forall g_i \in \mathcal{G}
\end{align*}
\]
where \( \bar{r} \) is a constant reference signal and \( g_i \) and \( x - f(x, u, \bar{r}) \) are convex (in \( x, u, \bar{r} \)). The equilibrium tuple \( (x^*, u^*, \bar{r}) \), solution of (4), satisfies \( l(x^*, u^*, \bar{r}) \leq l(x, u, \bar{r}) \) for all other equilibrium tuples \( (x, u, \bar{r}) \in \mathcal{Y} \).

Definition 2.1. Let \( (x^*, u^*, \bar{r}) \in \mathcal{Y} \) be an equilibrium point of (1), with \( \bar{r} \) a constant reference signal. The system (1) is dissipative with respect to the supply rate \( s(x, u, \bar{r}) = l(x, u, \bar{r}) - l(x^*, u^*, \bar{r}) \) if there exists a storage function \( \lambda : \mathcal{X} \to \mathbb{R} \) bounded from below such that the inequality:
\[ \lambda(x^+) - \lambda(x) \leq s(x, u, \bar{r}) \]
holds for all \( x, u, \bar{r} \in \mathcal{Y} \) and all \( x^+ \in F(x, u, \bar{r}) \) (with \( x^+ \) denoting the time difference). The system is strictly dissipative if there exists \( \alpha \in \mathcal{K}_{\infty} \) such that the following holds for all \( x, u, \bar{r} \in \mathcal{Y} \) and all \( x^+ \in F(x, u, \bar{r}) \):
\[ \lambda(x^+) - \lambda(x) + \alpha(||x - x^+, u - u^*||) \leq s(x, u, \bar{r}). \]

The validity of dissipativity as per Definition 2.1 implies optimal steady-state operation. This means that, on average, no other solution can outperform the optimal steady-state. Furthermore, this property allows to conclude closed-loop convergence to a neighborhood of the optimal steady-state when controlling the system with the EMPC scheme (3), compare Faulwasser et al. (2018). Against this background, it can be shown that this dissipativity property holds for convex difference inclusions subject to strictly convex cost and convex constraints, as will be done in the following.

Proposition 2.1. Consider the optimal control problem (3) with dynamics (1), strictly convex \( l \), a constraint set defined as in (2) with \( g_i \) convex, and a constant reference signal \( \bar{r} \). Assume (4) to satisfy Slater’s condition, i.e., there exists \( (\hat{x}, \hat{u}, \bar{r}) \in \mathcal{Y} \) such that:
\[ \hat{x} - f(\hat{x}, \hat{u}, \bar{r}) < 0, \]
\[ g_i(\hat{x}, \hat{u}, \bar{r}) < 0, \quad \forall g_i \in \mathcal{G}. \]

Then, there exists a vector \( \nu_f \in \mathbb{R}^n \) such that the system is strictly dissipative with respect to the supply rate \( s(x, u, \bar{r}) = l(x, u, \bar{r}) - l(x^*, u^*, \bar{r}) \) and with \( \lambda(x) = \nu_f^T x \).

The proof is an extension of the work proposed by Damm et al. (2014) to convex difference inclusions.

Proof. The strict convexity of \( l \), together with the convexity and compactness of the constraints, ensures that the optimization problem (4) has a global and unique optimum \( (x^*, u^*, \bar{r}) \). Therefore, the Lagrangian for program (4) is introduced:
\[
\mathcal{L}(x, u, \bar{r}) := l(x, u, \bar{r}) + \nu_f^T (\nu_g^T, \nu_f^T) \\
\quad g_i(x, u, \bar{r}) \\
\quad x - f(x, u, \bar{r}).
\]

The validity of the Slater’s condition implies strong duality (Boyd and Vandenberghe (2004)), i.e., the existence of Lagrange multipliers \( \nu_g \) and \( \nu_f \) such that:
\[ \nu_g \geq 0, \quad \nu_f \geq 0 \]
and such that the following inequality holds:
\[ \mathcal{L}(x^*, u^*, \bar{r}) < \mathcal{L}(x, u, \bar{r}), \quad \forall (x, u, \bar{r}) \neq (x^*, u^*, \bar{r}). \]

Therefore, from (10) and (11):
\[
\hat{L}(x, u, \bar{r}) > (\nu_f^T, \nu_g^T) \begin{pmatrix} g_i(x, u, \bar{r}) \\
\quad g_i(x^*, u^*, \bar{r}) \\
\quad x - f(x, u, \bar{r}) \end{pmatrix} = 0
\]
for all \( (x, u, \bar{r}) \neq (x^*, u^*, \bar{r}) \), due to the complementary slackness condition (9). Given that \( \nu_f^T g_i(x, u, \bar{r}) \)
\[ \ldots \leq g_i(x, u, \bar{r})^T \leq 0 \text{ for all } (x, u, \bar{r}) \in \mathcal{Y}, \hat{L} \text{ is bounded from above on } \mathcal{Y} \text{ as follows:}
\[
\hat{L}(x, u, \bar{r}) := l(x, u, \bar{r}) - l(x^*, u^*, \bar{r}) + \nu_f^T (x - f(x, u, \bar{r})) \geq \hat{L}(x, u, \bar{r}).
\]
Now consider any tuple \( (x, u, \bar{r}) \in Y \) together with \( x^+ \) satisfying the difference inclusion (1), i.e.,

\[
x^+ \leq f(x, u, \bar{r}).
\]

Since \( \nu_f \geq 0 \), for any such points the following inequality must hold:

\[
L'(x, u, \bar{r}, x^+) = l(x, u, \bar{r}) - l(x^*, u^*, \bar{r}) + \nu_f^T (x - x^+) \geq L(x, u, \bar{r}) \geq \bar{L}(x, u, \bar{r}).
\]

That is, if (14) holds with strict inequality, \( \bar{L} \) is strictly bounded from above by \( L' \). Choosing the storage function \( \lambda(x) = \nu_f^T x \), from (15) the desired strict dissipativity result follows if there exists some \( \alpha \in K_\infty \) such that the following inequality holds for all \( (x, u, \bar{r}) \in \mathbb{Y} \) and for all \( x^+ \) satisfying (14):

\[
L'(x, u, \bar{r}, x^+) \geq \alpha(\|x - x^*, u - u^*\|).
\]

Since \( L'(x, u, \bar{r}, x^+) > 0 \) for all \( (x, u, \bar{r}) \in \mathbb{Y} \) and \( x^+ \) satisfying (14) with \( (x, u, \bar{r}, x^+) \neq (x^*, u^*, \bar{r}, x^+) \) and \( L'(x^*, u^*, \bar{r}, x^*) = 0 \), Lemma A.1 of Berberich et al. (2020) can be applied to prove the validity of (16), thus ensuring strict dissipativity.

3. SIMULATION RESULTS FOR THE ENERGY MANAGEMENT PROBLEM OF HEVS

The implications of the dissipativity condition proved in Section 2 are discussed. In particular, the problem of the energy management strategy of hybrid electric vehicles is addressed. The presence of multiple power sources (the Li-ion battery and the internal combustion engine) offers a power split feature, which must be carefully controlled to achieve the best possible energy efficiency. In this work, an Extended Range Electric Vehicle (EREV) is considered. This particular kind of hybrid electric vehicles is the composition of an electric vehicle and of a Range EXTender (REX). Thus, a powertrain modeling is introduced. Then, the energy management problem is formalized as an optimal control problem and convergence of the MPC solution to a neighborhood of the optimal steady-state is shown.

3.1 Modeling

The energy management strategy problem is formalized as a mixed-integer convex program (Section 3.2). Therefore, a convex powertrain modeling is recalled. In particular, a backward modeling paradigm, as per Onori et al. (2016), is employed and the power needed for the vehicle motion is computed from driving cycle speed (\( \nu \)) and slope (\( \theta \)) profiles. The propulsion system components are highlighted in Figure 1. To ease readers’ comprehension, the model is proposed in continuous time. Eventually, the principal powertrain parameters are summarized in Table 1. For further details on the propulsion system modeling, readers’ are referred to Pozzato et al. (2019, 2020).

Vehicle dynamics. The vehicle motion is described by the following longitudinal dynamics equation:

\[
T_w = R_w(M\dot{\nu} + F_b + F_f), \quad \omega_w = \frac{\nu}{R_w}
\]

with \( M \) the vehicle mass, \( T_w \) the wheel torque, \( \omega_w \) the wheel rotational speed, and \( R_w \) the wheel radius. \( F_b \) is the mechanical braking force and \( F_f \) is the friction force accounting for both drag and rolling resistance.

\[\text{Fig. 1: EREV powertrain (ICE: Internal Combustion Engine, EG: Electric Generator).}\]

Gearbox. A constant ratio transmission \( r_t \) connects the wheels to the traction motor:

\[
T_m = \begin{cases} \frac{1}{r_t} T_w, & \text{if } T_w \geq 0 \ (	ext{traction}) \\ \frac{2}{r_t} T_w, & \text{if } T_w < 0 \ (	ext{braking}) \end{cases}, \quad \omega_m = r_t \omega_w
\]

with \( \omega_m \) the motor rotational speed, \( T_m \) the motor torque, and \( \eta_t \) the transmission efficiency.

Traction motor. The traction motor is modeled as an efficiency map \( \eta_t \). Therefore, the electric power \( P_m \) in motor and generator modes is modeled as follows:

\[
P_m = \begin{cases} \frac{T_m}{\eta_t(T_m, \omega_m)}, & \text{if } T_m \geq 0 \ (\text{motor}) \\ \frac{T_m}{\eta_t(T_m, \omega_m)} \eta_t(T_m, \omega_m), & \text{if } T_m < 0 \ (\text{generator}) \end{cases}
\]

where \( J_m \) is the motor inertia and \( T_{m,i} = T_m + J_m \dot{\omega}_m \).

Electric converter. The electric converter is modeled as an average efficiency \( \eta_{ec} \) (Hu et al. (2013)):

\[
P_{ec} = \begin{cases} \frac{P_m}{\eta_{ec}}, & \text{if } P_m \geq 0 \\ P_m/\eta_{ec}, & \text{if } P_m < 0 \end{cases}
\]

with \( P_{ec} \) the power requested by the driving cycle.

Power link. Given the presence of multiple power sources, the power requested by the drivetrain must satisfy the following balance equation:

\[
P_{ec} = P_b + P_g
\]

\( P_b \) is the absorbed/supplied battery power and \( P_g \) is the REX generated power.

Battery model. The battery is modeled in terms of its internal energy \( E \) (Elbert et al. (2014)):

\[
\dot{E} = \dot{\phi}(E, P_b, P_{ec}) = \frac{A_p}{R_b Q_b} (E + E_0) + \frac{A_g}{R_b Q_b} \sqrt{(E + E_0)^2 - 2R_b Q_b P_g (E + E_0)}
\]

with \( E_0 = \frac{2B_0}{A_b} R_b^2 \) and \( P_b \) obtained from (21). Equation (22) is non-convex but the term on the right hand side of (22) is concave. Therefore, the battery model is relaxed introducing the following differential inclusion:

\[
\dot{E} \in \Phi(E, P_b, P_{ec}) = \{ y \in \mathbb{R} | y \leq \phi(E, P_b, P_{ec}) \}
\]

with \( \Phi \) the hypograph of \( \phi \): a convex set given the concavity of \( \phi \). According to Elbert et al. (2014) and assuming the
presence of a cost function accounting for the battery usage, the relaxation (23) does not affect the accuracy of the solution. Eventually, the following inequality must always be satisfied: \( P_b \leq (E + E_0) \frac{\Delta T}{2Q_bR_b} \).

**Range extender.** The REX is a device composed of a diesel internal combustion engine coupled with an electric generator. Therefore, the mechanical power generated by the internal combustion engine is converted into electrical power and used to provide energy to the electric drivetrain.

**Power generation.** The electric generated power takes values in the following range: \( 2 \leq P_g \leq 35 \leq 0 \) (kW). If the REX is idling, \( P_g \) is equal to 0 (kW). The fuel thermal power is approximated by a second order polynomial (Murgovski et al. (2012)): \( P_f = A_gP_g^2 + B_gP_g + C_g \) \((24)\)

where \( A_g, B_g, \) and \( C_g \) are identified parameters. The REX provides power to the traction motor only if the power request exceeds \( P_{thr} \). This behavior is modeled as follows:

\[
q(P_{ec}) = \begin{cases} 
1, & P_{ec} > P_{thr} \\
0, & \text{otherwise}
\end{cases}
\]

The maximum power \( P_f(T) = 35 \) (kW) is provided if the REX is warmed-up. Thus, once the vehicle is turned on, for the first 6 (min) (the time needed to warm-up the engine) the maximum power is limited to \( P_f(T) = 27 \) (kW).

Eventually, the REX operating conditions are summarized as follows:

\[
\begin{align*}
q(P_{ec})P_g &\leq P_g \leq q(P_{ec})P_{thr}(T), \quad \text{warm-up phase} \\
q(P_{ec})P_g &\leq P_g \leq q(P_{ec})P_{thr}(T), \quad \text{warmed-up engine}
\end{align*}
\]

with \( P_g \) the minimum electric power which can be generated by the REX.

**Noise modeling.** According to Pozzato et al. (2019), the following relationship is introduced to model noise emissions:

\[
L_p = A_{SPL}P_g + B_{SPL}
\]

(27) with \( A_{SPL} \) and \( B_{SPL} \) identified parameters. Noise emissions are characterized by Sound Pressure Levels (SPL) and expressed in dB(A) (Cory (2010)).

### 3.2 Energy management problem

The energy management strategy has the primal goal of splitting the power request between the available movers. To this aim, the battery model (23) is first discretized. Then, the energy management problem is formalized as a mixed-integer convex program over a finite time horizon \( N \).

**Discretized Battery Model.** (23) is discretized as follows:

\[
E(k + 1) = E(k) - T_s \frac{A_b}{Q_bR_b}(E(k) + E_0) + T_s \frac{A_b}{Q_bR_b} \sqrt{(E(k) + E_0)^2 - \frac{2Q_bK}{A_b}P_g(k)(E(k) + E_0)}
\]

(28)

where \( T_s \) is the sampling time. Far from the SoC upper and lower bounds, (28) is well approximated by the battery energy difference \( \Delta E \):

\[
\Delta E(k + 1) = f(\Delta E(k), R(k), P_{ec}(k)) = -T_s \frac{A_b}{R_bQ_b}(\Delta E(k) + E_0) + T_s \frac{A_b}{R_bQ_b} \sqrt{(\Delta E(k) + E_0)^2 - \frac{2R_bQ_b}{A_b}P_g(k)(\Delta E(k) + E_0)}.
\]

(29)

Thus, at each time instant \( k \), the battery energy is computed with the following cumulative sum:

\[
E(k) = E(0) + \sum_{i=0}^{k} \Delta E(i)
\]

(30)
with \( E(0) \) the battery internal energy initial condition. The right hand side of (29) is concave, therefore, the convex model is obtained introducing the hypograph reformulation (in accordance with (23)):

\[
\Delta E(k + 1) \in F(\Delta E, P_b, P_{cc}) = \\
= \{ y \in \mathbb{R} | y \leq f(\Delta E(k), P_b(k), P_{cc}(k)) \}. 
\]

(29) fits well with the EMS formulation, detailed in what follows. Indeed, the battery utilization is a function of \( \Delta E \) and not of \( E \). This is appropriate because, far away from the state of charge bounds, the battery power is bounded between \([ P_b^-, P_b^+ ]\), independent of the actual SoC value.

Mixed-integer convex program. Given the control variables \( P_g \) and \( P_b \), the exogenous inputs \( P_{cc} \) and \( q(P_{cc}) \), and the state variable \( \Delta E \), the mixed-integer convex program reads as follows:

\[
\begin{align*}
\text{minimize} & \quad -\frac{\alpha_{\text{veh}}}{2} \Delta E(N) + \\
& \\
T_s \sum_{k=0}^{N-1} \alpha_{\text{veh}} -\frac{\Delta E(k)}{T_s} + \\
& \\
T_s \sum_{k=0}^{N-1} \beta_k x_k^2 | P_b(k) | + \\
& \\
T_s \sum_{k=0}^{N-1} \gamma_k (A_g P_g(k)^2 + B_g P_g(k) + C_g) + \\
& \\
T_s \sum_{k=0}^{N-1} \delta_{\text{veh}} \text{SF}(v) \left[ (A_{\text{SPL}} P_g^{(2)}(k) + B_{\text{SPL}}) + \right. \\
& \left. (2A_{\text{SPL}} P_g^{(2)}(k) + q_{\text{SPL}}(k)B_{\text{SPL}}) + \right. \\
& \left. (A_{\text{SPL}} P_g^{(3)}(k) - q_{\text{SPL}}^{(2)}(k)B_{\text{SPL}}) \right] \\
\end{align*}
\]

subject to

\[
\begin{align*}
\Delta E(k + 1) & \in F(\Delta E(k), P_b(k), P_{cc}(k)) = \\
& \{ y \in \mathbb{R} | y \leq f(\Delta E(k), P_b(k), P_{cc}(k)) \} \\
P_{cc}(k) & \leq P_b(k) + P_g(k) \\
\Delta E & \leq \Delta E(k) \leq \Delta E \\
P_b & \leq P_b(k) \leq P_b \\
P_b(k) & \leq (\Delta E(k) + E_0) \frac{A_g}{2Q_{b}R_b} \\
\{ q(P_{cc}) P_g & \leq P_g(k) \leq q(P_{cc}) P_b(T) \}, \text{ warm-up phase} \\
\{ q(P_{cc}) P_g & \leq P_g(k) \leq q(P_{cc}) P_b(T) \}, \text{ warmed-up engine} \\
0 & \leq P_g^{(3)}(k) \leq q_{\text{SPL}}^{(2)}(k)(P_g^{(2)} - P_g^{(1)}) \\
& \leq q_{\text{SPL}}^{(2)}(k)(P_g^{(3)} - P_g^{(2)}) \\
\end{align*}
\]

Eventually, the following initial condition is introduced:

\[
\Delta E(0) = 0 \text{ (kJ).}
\]

The cost function is composed of four terms, \( V_f \) and \( l_1 \) model the electrical energy needed to replace the battery energy depleted during the driving cycle. Considering \( l_2 \), the first term from above is accounting for battery aging. Thus, the second one is considering the fuel consumption and the third one is weighting the REX noise emissions. For the problem at hand, \( P_g \) takes the following expression:

\[
P_g(k) = P_g^{(1)}(k) + P_g^{(2)}(k) + P_g^{(3)}(k)
\]

However, to simplify the notation, in (32) and (33), \( P_g \) is used when possible. Further details on the cost function formulation can be found in Pozzato et al. (2019, 2020).

3.3 Results

The validity of the dissipativity condition, proved in Section 2, is shown for the problem at hand. First, the following definitions (needed to make a direct correspondence with Section 2) are introduced:

- \( x := \Delta E \) is the state variable;
- \( u := [P_g^{(1)}, P_g^{(2)}, P_g^{(3)}] \) are the control inputs;
- \( r := P_{cc} \) is the reference signal.

Against this background, the stage cost \( l : \mathbb{Y} \rightarrow \mathbb{R} \) takes the following structure:

\[
l(x(k), u(k), r(k)) = l_1(x(k)) + l_2(u(k), r(k)) = \xi x(k) + l_2(u(k), r(k))
\]

where \( l_1 \) and \( l_2 \) are defined as in (32) and \( \xi = \frac{\alpha_{\text{veh}}}{T_{\text{veh}}} \in \mathbb{R}_+ \setminus \{0\} \). The MPC is formalized according to (3), starting from (32),(33). In this framework, the limitation (26) on the REX generated power is formulated relying on two complementary formulations of (3). Therefore, for the first 6 (min) of operation the MPC embeds the constraint with \( P_g(T) \). Conversely, once the engine is warmed-up, the constraint with \( P_g(T) \) is employed.

The REX is now assumed to be warmed-up and a constant speed profile at 30 (km/h), with a constant power request of \( r = 11.23 \) (kW) (the vehicle is assumed to be already at the target speed and the acceleration transient is neglected), is considered. Therefore, the optimal steady-state is computed solving (4), which leads to:

\[
\begin{align*}
P_{g}^* &= 8.03 \text{ (kW)} \ \
P_{g}^* &= 3.20 \text{ (kW)} \ \
\Delta E^* &= -8.03 \text{ (kJ)}
\end{align*}
\]

The system (31) is proven to be dissipative with respect to (35) checking the validity of (5) for all \((x, u, r) \in \mathbb{Y}\). Thus, (5) is rewritten as follows:

\[
\nu_f(f(x, u, r) - x) \leq l(x, u, r) - l(x^*, u^*, r)
\]

For \( \nu_f = 0.038 \text{ (E/J)} \) (retrieved from the solution of the dual problem of (4)), the previous inequality holds true. This implies that, for a long enough prediction horizon, the solution of the EMPC without terminal constraints defined in (3) converges to a neighborhood of the optimal steady-state (35). This fact is shown solving the
Fig. 2: Solution of (3) considering different values of the prediction horizon $N_p$. Increasing $N_p$, the MPC solution approaches the optimal steady-state. Solutions are zoomed between $0$ and $500$ (m).

EMPC problem assuming the vehicle is traveling over a distance of 10 (km) while maintaining a constant speed of 30 (km/h). As shown by Figure 2, increasing $N_p$ the MPC approaches the optimal steady-state at the cost of an increased optimization time (see Table 2). The MPC prediction is performed assuming a perfect knowledge of the future driving cycle.

4. CONCLUSIONS

In this work, a strict dissipativity result for the optimal steady-state operation of systems modeled by convex difference inclusions is shown. This property allows to retrieve convergence guarantees for the closed-loop system obtained applying EMPC schemes. To illustrate this fact, a simulation study is performed considering the power split issue for EREV.

Future work will provide insights on strict dissipativity conditions for the optimal periodic operation of systems described by convex difference inclusions. Thorough simulation studies will be performed to prove the validity and the implications of such strict dissipativity properties in the particular context of hybrid electric vehicles.
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