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Abstract The paper characterizes the shortest bounded-curvature paths for a Dubins vehicle between
two configurations with specified location and heading angle via the boundary of an intermediate
circle. Only two distinct cases can arise in such engagements, first, when the shortest path is tangent
to the circle at only one point, and second, when a segment of the shortest path overlaps a part of
the circular boundary. Control command for both the cases are proposed, and some geometric prop-
erties for the first case are established by using necessary conditions for state inequality constraints
and Pontryagin’s maximum principle. Numerical examples are presented to illustrate the geometric
properties of the shortest bounded-curvature paths. These geometric properties give insight about
concatenation of different segments of the shortest path and allow us to state that the candidate
shortest paths belong to a finite set.
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1. INTRODUCTION

In recent times, autonomous vehicles have become increas-
ingly popular due to their wide applications such as surveil-
lance, search and rescue, crop monitoring, and driver-less
transportation. These vehicles operate in various environ-
ments such as land, air, marine, and in space. In most real
world scenarios, motion planning of these vehicles from an
initial point to the target point involves satisfying various
constraints. Most of these constraints are vehicle-specific and
the remainder arise from the complexity of the traversed en-
vironment. The vehicle specific constraints take into account
the vehicle’s dynamic and kinematic aspects such as the min-
imum speed, the maximum maneuver capabilities, and the
response of the vehicle. Environment specific constraints in-
clude presence of obstacles or adverse regions where it is
prohibited to enter.

A popular problem in motion planning aims at finding time
optimal trajectories between two configurations in SE(2) (lo-
cation and heading orientation), for unidirectional vehicles
with constant speed subjected to bounded-curvature con-
straints. This problem is an infinite dimensional optimisation
problem and was first proposed by Markov (1887) in context
of railway track design. Dubins (1957) has proposed that the
solution for this problem belongs to a finite set of 6 types
of trajectories using geometrical analysis. Such vehicles are
popularly denoted as Dubins vehicle and the aformentioned
problem is called Dubins two-point problem. With the ad-
vent of maximum principle by Pontryagin et al. (1961), an
alternate proof was proposed in Johnson (1974) and Boisson-
nat et al. (1994). Extension of this problem for a bidirectional

vehicle was solved by Reeds and Shepp (1990) and an alter-
nate proof for this using geometric optimal control theory
was proposed by Sussmann and Tang (1991).

With the increasing emergence of practical applications of
such problems, various classes of problems have stemmed
out from the Dubins two-point problem. For example, the
Dubins travelling salesman problem (DTSP) aims at finding
the shortest bounded-curvature path among a finite set of n
configurations such that each point is visited exactly once. Ny
et al. (2011) have proven that solution of such problems is NP-
hard, thereby justifying the development of approximate and
heuristic approaches to solve it. In the same paper as well as
in Isaiah and Shima (2015), discretization based heuristic ap-
proaches have been proposed to solve DTSP. Recently, using
maximum principle, Chen and Shima (2019) have considered
DTSP with three points and provided a complete analytical
solutions for all possible shortest bounded-curvature trajec-
tories. They have also highlighted the superiority of the pro-
posed approach over direct discretization based approaches.
Another class of problems that finds wide practical applica-
tions are DTSP with neighbourhoods (DTSPN). They differ
from DTSP in a way that the target points can have a region
around them and each of these regions must be visited once.
Heuristic and algorithmic based approaches have been pro-
posed for these problems by Zhang et al. (2014), Isaacs and
Hespanha (2013), Pěnička et al. (2017), and the references
therein. The problem is also shown to be NP-hard. But there
is a gap to fill for the analytical solution of the simplest case
of DTSPN. Finding such analytical solutions will reduce the
computational complexity and give more insights into the
properties of optimal trajectories.

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

Copyright lies with the authors 15883



In this paper, we consider a DTSPN-like problem where we
find time-optimal path of a Dubins vehicle from an initial
configuration to a final configuration via an intermediate cir-
cle. The objective here is to necessarily reach the boundary
of the circle but avoid entering inside the circular region at
all times. Some of the key applications for this research cov-
ers surveillance and imaging of restricted regions by a fixed-
wing unmanned aerial vehicle (UAV), and avoiding obstacles
which interfere with the shortest path between two configu-
rations.

2. PROBLEM FORMULATION

Consider a circular region of radius r ∈ R+ with its center
at the origin of an inertial coordinate system. For notational
simplicity, we denote this circle by C , i.e.,

C = {(x, y) ∈R2|x2 + y2 = r 2}
In this coordinate system, the state x = [x, y ,θ]T , also called
configuration, represents the position (x, y) ∈R2 and the ori-
entation θ ∈ S1 of a Dubins vehicle with minimum turn radius
ρ ∈ R+. The kinematics of this vehicle evolves according to
the following system of differential equations.

dx

dt
= f (x,u), u ∈ [−1,1] (1)

where f (x,u) is given as,

f (x,u) =

cosθ
sinθ

u

ρ

 (2)

Here, u is the control input and t denotes time.

The problem here is to find the shortest path for Dubins ve-
hicle from an initial configuration x0 = (

x0, y0, θ0
)

at time t0

to a given final configuration xf =
(
x f , y f , θ f

)
via the circle

C . The engagement geometry is shown in Fig. 1. We denote
the time at which the Dubins vehicle reaches the final con-
figuration as t f , the time at which it reaches the circle C
as t1 ∈ (t0, t f ) , and the time when it leaves the circle C as
t2 ∈ [t1, t f ).

O

Y
θ0

θf

r
x0

y0

xf

yf

X

X

X

Figure 1. Engagement Geometry

To avoid entering inside the circle C , the following state
inequality constraint must be satisfied,

S(x, t ) = 1

2

(
x2 + y2 − r 2)≥ 0 (3)

At the final time, the following terminal constraint must also
be satisfied.

M(t f ),
[
x(t f )−x f y(t f )− y f θ(t f )−θ f

]T = [0]3×1 (4)

In order to find the shortest path, the cost function to be
minimized is,

J =
∫ t f

t0

1 dt (5)

3. OPTIMAL PATH GENERATION

The formulated problem is considered under the class of
optimal control problems with terminal and state inequality
constraints. Hartl et al. (1995) provides a concise review of
the approaches to solve such problems. Here, we use the first
order necessary conditions obtained by Bryson et al. (1963).

During the time interval when the path of the Dubins vehicle
is on the circle C , we have

S(x, t ) = 0 t ∈ [t1, t2]. (6)

In this interval, the higher order derivatives of S(x, t ) must
also identically vanish. In order to make the constraint an
explicit function of control u, we obtain the higher derivatives
until u reappears.

S(1) ,
dS

dt
= x cosθ+ y sinθ = 0 (7)

S(2) ,
d2S

dt 2 = 1+ (
y cosθ−x sinθ

) u

ρ
= 0 (8)

From Eq. (8), S(2) = 0 gives the control on the circular bound-
ary as

u =− ρ(
y cosθ−x sinθ

) (9)

Remark 1. On the constraint boundary (S = 0, S(1) = 0), the
heading direction of the Dubins vehicle is tangent to the cir-
cle. Therefore, we have

∣∣(y cosθ−x sinθ
)∣∣ = r on the con-

straint boundary, where | · | denotes the absolute value. It
should be noted that the control in Eq. (9) is only realizable
if r ≥ ρ.

In addition to the above conditions on the constrained
boundary, the following conditions must also hold at the time
of entering the constraint boundary (t1) from the uncon-
strained path,

N (x1, t1),

[ 1

2
[x(t1)2 + y(t1)2 − r 2]

x(t1)cosθ(t1)+ y(t1)sinθ(t1)

]
= 0 (10)

Remark 2. From Eq. (10), it is known that the heading direc-
tion of the Dubins vehicle will be tangent to the circumfer-
ence of the circle at the point when it reaches the circle.

Let the costate vector be p = [px py pθ]T . According to Bryson
et al. (1963), the Hamiltonian H(p,x,u) of the problem can be
written as,

H(p,x,u) = p0 +px cosθ+py sinθ+pθ
u

ρ
+λ(t )S(2)

= p0 +px cosθ+py sinθ+λ(t )

+ u

ρ

(
pθ+λ(t )

(
y cosθ−x sinθ

))
(11)

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

15884



where λ is a scalar given by

λ(t ) =
{
> 0, if S(x, t ) = 0,

< 0, if S(x, t ) > 0
(12)

Using variational approach, Bryson et al. (1963) have pro-
posed the following first order necessary conditions,

p(t−1 ) = p(t+1 )+ ∂N (x, t )

∂x

>
µ

∣∣∣∣
t=t1

(13a)

H(p∗,x∗,u∗)
∣∣

t−1
= H(p∗,x∗,u∗)

∣∣
t+1

(13b)

p(t−2 ) = p(t+2 ) (13c)

H(p∗,x∗,u∗)
∣∣

t−2
= H(p∗,x∗,u∗)

∣∣
t+2

(13d)

Here, µ = [µ1 µ2]T is a two-dimensional vector. This trans-
lates to following,

px (t−1 ) = px (t+1 )+µ1x(t1)+µ2 cosθ(t1) (14a)

py (t−1 ) = py (t+1 )+µ1 y(t1)+µ2 sinθ(t1) (14b)

pθ(t−1 ) = pθ(t+1 )+µ2
(
y(t1)cosθ(t1)−x(t1)sinθ(t1)

)
(14c)

px (t−2 ) = px (t+2 ) (14d)

py (t−2 ) = py (t+2 ) (14e)

pθ(t−2 ) = pθ(t+2 ) (14f)

Remark 3. In a special case when the optimal path is tangent
to the intermediate circular boundary at only one point, only
the conditions in Eq. (13b) and Eqs. (14a)-(14c) should be
considered. In this case, these conditions are analogous to
one interior point constraint.

Using transversality conditions to satisfy the terminal states
we have,

p(t f ) =βT ∂M

∂xf
(15)

where, β ∈R3 is a constant vector.

The costates should satisfy the following Euler-Lagrange
equations,

ṗ =


−

[
∂ f

∂x

]T

p, S < 0

−
[
∂ f

∂x
− ∂ f

∂u

(
∂S(2)

∂u

)−1
∂S(2)

∂x

]T

p, S = 0

(16)

This gives us the following equations,

ṗx =
0, S > 0

−pθ sinθ

x sinθ− y cosθ
, S = 0

(17a)

ṗy =
0, S > 0

pθ cosθ

x sinθ− y cosθ
, S = 0

(17b)

ṗθ =
px sinθ−py cosθ, S > 0
−px (t )sinθ+py (t )cosθ

r 2 , S = 0
(17c)

We denote by t−i and t+i the time just before and after ti
(i=1,2), respectively. From Eqs. (17) we obtain the expression
for pθ as,

pθ(t ) =
{

px (t−1 )y −py (t−1 )x + c1, t ∈ [t0, t−1 )

px (t+2 )y −py (t+2 )x + c2, t ∈ (t+2 , t f ]
(18)

In addition to it, eliminating µ1 and µ2 from Eqs. (14a)-(14c)
we have the following expression,

px (t−1 )y(t1)−py (t−1 )x(t1) = px (t+1 )y(t1)−py (t+1 )x(t1)+
µ2(y(t1)cosθ(t1)−x(t1)sinθ(t1)) (19)

Combining this equation with Eq. (18) leads to

pθ(t+1 ) = c1 +px (t+1 )y(t1)−py (t+1 )x(t1) (20)

Now, using maximum principle by Pontryagin et al. (1961) to
obtain the optimal control (u∗) at unconstrained path (S ≥ 0)
we get,

u∗ = arg max
u∈[−1,1]

H(p,x,u) =⇒ u∗ =


−1 pθ < 0

0 pθ = 0

1 pθ > 0

(21)

On the constrained arc, the control will given by Eq. (9). This
shows that the time optimal path can only be a concatena-
tion of three categories of segments namely, straight line (S),
circular arc (C) with radius ρ which can either be a right (R)
turn or a left turn (L), and circular arc (O) with radius r . Also,
the O segment can appear only at the boundary of the circle
C .

4. CHARACTERIZING THE OPTIMAL PATH

There are only two distinct cases for the tangency between
the optimal path and the intermediate circle C : (1) the opti-
mal path has only one point tangent to C and (2) the optimal
path overlaps the circle C on a nonzero interval. In this sec-
tion, we will characterize the properties of time optimal paths
for the first case. Geometric property for the second case are
suggested later in Section 5.2 based on the results observed
from numerical simulations.

In subsequent proofs, for notational simplicity we denote
control input just before and after the tangent point as u− and
u+, respectively.

Lemma 1. If there is only one point tangent at time t1 to the
intermediate circle C and if u− = u+, then pθ

(
t−1

)= pθ
(
t+1

)
.

Proof. Let us denote u− = u+ = u1. From Remark 3 and
necessary condition in Eq. (13b), we have,

H(p∗,x∗,u∗)
∣∣

t−1
= H(p∗,x∗,u∗)

∣∣
t+1

(22)

This condition gives rise to,

p0 +px
(
t−1

)
cosθ

(
t−1

)+py
(
t−1

)
sinθ

(
t−1

)+pθ
(
t−1

) u−

ρ
= p0+

px
(
t+1

)
cosθ

(
t+1

)+py
(
t+1

)
sinθ

(
t+1

)+pθ
(
t+1

) u+

ρ
(23)

Using the necessary conditions (14a)-(14c) along with the fact
that the states

(
x, y ,θ

)
are continuous at t1, we can rewrite Eq.

(23) as,

µ1x(t1)cosθ(t1)+µ2 cos2θ(t1)+µ1 y(t1)sinθ(t1)

+µ2 sin2θ(t1)+µ2 y(t1)cosθ(t1)
u1

ρ
−µ2x(t1)sinθ(t1)

u1

ρ
= 0

(24)

Using the tangency condition S(1) = 0 we have,

µ2 +µ2
(
y(t1)cosθ(t1)−x(t1)sinθ(t1)

) u1

ρ
= 0

=⇒ u1 =− ρ(
y(t1)cosθ(t1)−x(t1)sinθ(t1)

) or µ2 = 0 (25)
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From the expression of control on the constraint path in
Eq.(9) and the first part of Eq. (25), it can be inferred that this
control will drive the vehicle to move along the circle C . This
will contradict the fact that there is only one tangent point.

Hence µ2 = 0 and thus from Eq. (14c), we have pθ
(
t−1

) =
pθ

(
t+1

)
, completing the proof. 2

Lemma 2. The segment of the optimal path before the tan-
gent point is a straight line if and only if the segment after the
tangent point is a straight line.

Proof. Rearranging Eq. (23) and using the necessary condi-
tions from Eqs. (14a)-(14c) give us the following two equiva-
lent form,

ρµ2 +µ2
(
y(t1)cosθ(t1)−x(t1)sinθ(t1)

)
u−+(

u−−u+)
pθ

(
t+1

)= 0 (26a)

ρµ2 +µ2
(
y(t1)cosθ(t1)−x(t1)sinθ(t1)

)
u+

+(
u−−u+)

pθ
(
t−1

)= 0 (26b)

Let us first consider the necessary condition that if the seg-
ment before t1 is a straight line, implying u+ = 0, which fur-
ther implies pθ

(
t+1

)= 0. Therefore from Eq. (26a) we obtain,

µ2
(
ρ+ (

y(t1)cosθ(t1)−x(t1)sinθ(t1)
)

u−)= 0 (27)

Using similar arguments as used in end of the proof for
Lemma 1, we know that µ2 = 0 implying pθ

(
t−1

)= pθ
(
t+1

)= 0.
Therefore, the segment after t1 is a straight line if that before
t1 is a straight line.

Using Eq. (26b), the sufficieny condition can be completed
along the same lines as above, thus completing the proof.
2

Lemma 3. Given ρ > r , if the segment of the optimal path
before t1 is C− and the segment after is C+, then C− and C+
must have the same turning direction.

Proof. This will be proven by contradiction. Assume that both
C− and C+ have different turning directions. For the sake
of brevity let us define, γ ,

(
y(t1)cosθ(t1)−x(t1)sinθ(t1)

)
.

From Remark 1, we know that |γ| = r . From Eq. (26), we
rewrite the following two equivalent forms of Eq. (23) as,

µ2ρ+µ2γu++pθ
(
t−1

)
∆u = 0 (28a)

µ2ρ+µ2γu−+pθ
(
t+1

)
∆u = 0 (28b)

where ∆u , u− −u+. This gives us the following two equa-
tions which must also be equivalent,

pθ
(
t−1

)=−µ2

(
ρ+γu+)
∆u

(29a)

pθ
(
t+1

)=−µ2

(
ρ+γu−)
∆u

(29b)

From Lemma 2 and the contradictory assumption that the
turn directions are opposite, there are only following two
possible cases,

1. u− = −1 implying u+ = +1, pθ
(
t−1

) < 0, pθ
(
t+1

) > 0, and
∆u =−2

2. u− = +1 implying u+ = −1, pθ
(
t−1

) > 0, pθ
(
t+1

) < 0, and
∆u = 2.

Let us consider the first case. The idea behind the proof is
that if we substitute the variables u−, ∆u, p−

θ
and p+

θ
in

both parts of Eq. (29), then given that ρ > r , there must be
a consistent value of µ2 that satisfies both the parts of the

Eq. (29). Without loss of generality, let us assume γ = r . For
γ = −r , the arguments below will still hold. Hence, we have
from the first part of Eq. (29),(

pθ
(
t−1

)=−µ2

(
ρ+ r

)
∆u

)
< 0 (30)

As ∆u < 0 and ρ + r > 0, this implies µ2 < 0. And from the
second part of Eq. (29), we have,(

pθ
(
t+1

)=−µ2

(
ρ− r

)
∆u

)
> 0 (31)

As ∆u < 0 and ρ− r > 0, this implies µ2 > 0. So from Eqs. (30)
and (31), we know that µ2 can not have a consistent value, if
we assume ρ > r and the turn directions are opposite. This is
a contradiction.

The proof for the second case is along the same lines and we
arrive at the same contradiction. Therefore, the turn direc-
tions must be same, thereby completing the proof. 2

Lemma 4. Given ρ < r , if the segment of the optimal path
before t1 is C− and the segment after is C+, then C− and C+
should have same turning direction.

Proof. As the path to the constrained boundary must be tan-
gent to the circle, therefore C− should be tangent to the circle
at time t1. If C+ is of opposite turn direction than C−, then
as r > ρ, the path will enter inside circle C violating Eq. (3).
2

Corollary 1. The segment of the path before and after the
tangent point can only be one of the types from the set
{R|R, L|L, S|S}, where ‘|’ represent the concatenation of the
segments.

Proof. The proof follows immediately from Lemmas 2-4. 2

It should be noted that the solutions both before and after
t1 is of type CSC or CCC or their substrings due to Dubins
(1957). Therefore, by Bellman’s optimality principle (Bell-
man (1966), the optimal path can belong to either of the 36
types CSC|CSC, CSC|CCC, CCC|CSC, and CCC|CCC. But using
Corollary 1, the optimal path candidates can be reduced to
one of the 18 types such as CSCSC, CSCCC, CCCSC, and CC-
CCC or their substring.

Theorem 4.1. Let L1 and L2 denote the line segments join-
ing all the points with pθ = 0 before and after the tangent
point, respectively. Then the point of tangency, the point of
intersection of the two lines and the origin will be co-linear.

Proof. According to Eq. (18) and (20), we have c1 = c2. Then,
the expression of pθ is given by

pθ(t ) =
{

px (t−1 )y(t )−py (t−1 )x(t )+ c1, t ∈ [t0, t1)

px (t+1 )y(t )−py (t+1 )x(t )+ c1, t ∈ (t1, t f ]
(32)

The equations of line L1 and L2 will be given by px (t−1 )y(t )−
py (t−1 )x(t )+c1 = 0 and px (t+1 )y(t )−py (t+1 )x(t )+c1 = 0. Solving
these two equations simultaneously gives us the point of
intersection (say (xc , yc )) as,

xc = c1
px (t−1 )−px (t+1 )

py (t+1 )px (t−1 )−px (t+1 )py (t−1 )

yc = c1
py (t−1 )−py (t+1 )

py (t+1 )px (t−1 )−px (t+1 )py (t−1 )
(33)

Using the necessary conditions from Eqs. (14a)-(14b) and the
fact that µ2 = 0 from Corollary 1 and Lemma 1, we have the
following relation,
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xc

yc
= x1

y1
(34)

This shows that points (x1, y1), (xc , yc ), (0,0) are colinear,
thereby completing the proof. 2

Corollary 2. Assume that the optimal path before t1 is of type
C1S2C3 and that the path after t1 is of type C4S5C6, then the
arc lengths of C3 and C4 from the tangent point are equal to
each other.

Proof. From Eqs. (21) and (32), we have that px
(
t−1

)
y −

py
(
t−1

)
x+c1 = 0 and px

(
t+1

)
y−py

(
t+1

)
x+c1 = 0 along S2 and

S5, respectively. The perpendicular distances from the center
of C3 and C4 to the two straight lines px

(
t−1

)
y − py

(
t−1

)
x +

c1 = 0 and px
(
t+1

)
y − py

(
t+1

)
x + c1 = 0 are equal to each

other, because S2 and S5 are tangent to C3 and C4, respec-
tively. Then, using results from Theorem 4.1 it can be geo-
metrically shown that the perpendicular distances from the
tangent point (x(t1), y(t1)) to the two straight lines px

(
t−1

)
y −

py
(
t−1

)
x + c1 = 0 and px

(
t+1

)
y −py

(
t+1

)
x + c1 = 0 are equal to

each other. Therefore, we have that the lengths of C3 and C4
are identical, completing the proof. 2.

O X

Y

(xc; yc)

C
−

C
+

Figure 2. Geometrical properties for one tangent point case

Fig. 2 summarizes the properties of the optimal path shown
by Theorem 4.1 and Corollary 2.

5. NUMERICAL SIMULATIONS

In this section, we present some numerical results showing
the properties of the optimal path. We have used Falcon
(Rieck et al., 2016) non-linear optimization tool to obtain
the optimal paths. Two cases were simulated, first when the
optimal path is tangent to the circular boundary and second
when it overlaps the circular boundary. In both cases, the
circle C with center at (0,0) and radius r = 4 is considered.

5.1 Simulations: Optimal path with one point tangent to C

In figure 3, the initial and final conditions are x0 = [−10,−15,−π
4

]
and xf = [10,−15,π], respectively and r > (ρ = 2). With the
same initial and final configurations figure 4 shows the case
with r < (ρ = 6). In both these case, the results from Theorem
4.1 and Corolarry 2 can be verified. We can see that the arc
lengths of the C-segment before and after the tangent point
(0,−4) are equal and the turn directions of the both the C-
segments are same.

-10 -5 0 5 10

x 

-15

-10

-5

0

y 

Start Position
Goal Position
Path

Figure 3. Optimal path with only one tangent point (ρ < r )

-10 -5 0 5 10 15
x 

-15

-10

-5

0

y 

Start Position
Goal Position
Path

Figure 4. Optimal path with only one tangent point (ρ > r )

5.2 Simulations: Optimal path with an O-segment

In figure 5, the initial and final conditions are x0 = [−8,−8,−π]
and xf =

[
6,8, 3π

4

]
, respectively. This figure as well as addi-

tional numerical simulations for different initial and final
configurations suggest that an O-segment can be preceded
and succeeded only by a S-segment. Theoretical proof for this
property will be considered in future work.

6. CONCLUSIONS

The properties of the shortest bounded-curvature path be-
tween two configurations via an intermediate circle were de-
rived using maximum principle and necessary conditions
for state inequality constraints. It was shown that the opti-
mal paths can consist of only C-segment, S-segment or O-
segment. Finding these properties gives us insights about
how these segments are concatenated and thereby leads to
reduction in the number of candidate solutions from an in-
finite number of possible paths to a finite set. In the case
where there is only one tangent point to the intermediate
circle, the turn direction and arc length of the C segments
prior and subsequent to the tangent point are equal. In ad-
dition to it, for optimal path of type CSCSC, the intersection
point of two line segments, the center of the circle and the
tangent point are colinear. Numerical examples justifying the
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Figure 5. Optimal path with O-segment

established geometric properties were presented. Addition-
ally, numerical simulations also suggested that for the case
when a segment of the optimal path overlaps the circular
boundary, an O-segment can be preceded and succeeded
only by a S-segment. The proof of this property and analytical
solutions for all possible candidate trajectories will be con-
sidered in our future work. Work in this direction is currently
in progress.
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