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Abstract: In mineral foam flotation, characteristic information of bubble images is closely related to the 

flotation process condition and production indicators, among which the bubble size distribution is a key 

feature. Therefore, accurately obtaining the bubble size distribution is of great significance for optimizing 

and controlling the flotation process. Froth segmentation is the main technique to obtain bubble size 

information of flotation cells. In this paper, one semantic segmentation algorithm is adopted to segment 

flotation froth image, and a new froth segmentation algorithm based with improved U-Net is proposed. 

The experiment results indicate that the developed algorithm not only successfully solves the problem of 

over-segmentation and under-segmentation, but also improves the segmentation accuracy, which is 

suitable for different process conditions and lighting conditions. 
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1. INTRODUCTION 

 In recent years, metal-producing companies have increased 

their investment in automation and technological innovation, 

embracing new opportunities to enable transformational 

change (Bascur O.A.(2019)). Froth flotation is an important 

industrial process for separating valuable from gangue 

minerals. Because of the complexity of the flotation process 

(Han et al. (2016)), it is not enough to depend mainly on the 

workers’ observation of the froth. Besides, the froth is a rich 

source of information regarding the operational state of the 

flotation system. Hence, using machine vision instead of 

human vision to accurately get the shape information of the 

froth has been used widely (Tessier J. et al.(2007)), and a 

variety of features have been extracted from the froth images. 

It is shown as Fig.1. 

 

Fig.1. Monitoring of flotation based on machine vision 

Among all the features, the distribution and shape of the froth 

are the direct expressions of the flotation conditions and 

production indicators (concentrate grade, tailing grade, etc.) 

(Moolman et al. (1996); Hosseini et al. (2014)). However, 
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accurately outlining the bubbles in the froth images is a 

challenging work due to several reasons. Froth image is 

composed of a large number of adhesive bubbles with weak 

edges which are difficult to detect. What’s more, uneven 

distribution of bubble size and complex illumination in the 

scene environment are also problems of accurately segment-

ing froth image. 

In the last few years, considerable attention has been paid to 

develop efficient and accurate algorithms for getting bubble 

size distribution in the froth images. The segmentation 

algorithm that has been proposed is mainly based on 

watershed segmentation algorithm, valley edge detection 

method and texture spectrum method. 

Adaptive segmentation algorithm, combining fuzzy C-means 

and watershed algorithm to segment bubbles, and use fuzzy 

texture features to distinguish between over-segmentation 

and under-segmentation (Chen et al. (2011)). Then, a new 

watershed algorithm based on triple mark improved the 

efficiency of segmentation (Jahedsaravani A et al. (2011)). In 

this algorithm, three sets of markers are extracted from the 

froth image. The first set of markers is determined by using 

an adaptive thresholding. Two other sets of markers are 

extracted by applying some morphological operators 

followed by thresholding (using hard and soft threshold 

values). All sets of markers are eventually integrated and the 

watershed transform is applied. Recently, a new watershed 

algorithm based on whole and sub-image classification 

techniques is presented (Jahedsaravani A et al. (2017)). In 

this method, marker based watershed algorithm is integrated 

with a neural network classifier. Classification of the froth 

images based on the bubble size is applied before any further 

processing, which will effectively prevent over-segmentation 

and under-segmentation. These marker-based watershed 

segmentation methods are very sensitive to illumination 

conditions and difficult to segment accurately in edge blur 

conditions.   
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Aiming at the weak edges problem in the froth images, a 

segmentation algorithm combining multi-scale edge 

enhancement and valley edge detection algorithms is 

proposed (Liao et al. (2016)). Zhou Kaijun proposed a 

method based on fuzzy three-valued bubble image edge 

detection (Zhou et al. (2014)). They only solved the problem 

of weak edges, without considering the uneven size of the 

froth and the influence of illumination. 

As aforementioned, a froth segmentation algorithm that is 

generally applicable to scene environment is still absent. In 

recent years, deep learning is widely used in image 

processing and show great advantages (Maier A et al. (2018)). 

Among them, the semantic segmentation based on full 

convolutional neural network have recently demonstrated 

exceptional performance in various deep learning approaches, 

and in some of these surpassing the human level (Garcia-

Garcia A et al. (2017)). The most common semantic 

segmentation networks include FCN, SegNet, U-Net (Long J 

et al. (2014); Badrinarayanan V et al. (2015); Ronneberger 

O et al. (2014)). the state-of-the-art methods include 

FastFCN, Gated-SCNN (Wu H et al(2019); Takikawa et 

al(2019))).  

 

Fig.2. The flowchart of the proposed algorithm 

A FCN-based network structure U-Net is selected as the main 

component of the method in the present study, firstly created 

by Ronneberger et al. and applied to biomedical image 

segmentation. The success of U-Net in biomedical image 

segmentation has fewer training images and more accurate 

result than CNN, driving the authors to study the application 

of U-Net in froth segmentation. In this paper, flotation froth 

image segmentation data set was built firstly by manual. 

Then, we use the improved U-Net network to train and get 

predictions. During training, data augmentation is applied to 

expend the data set. Finally, in order to optimize the results 

of the final depiction of the froth, refinement and filtering 

operations are followed the prediction. A schematic of 

proposed algorithm in this study is shown in Fig.2. To the 

best of author’s knowledge, the approach proposed in this 

paper is the first time to consider the segmentation of froth 

image with deep network U-Net. 

The main works of this paper are in the following four 

aspects. Firstly, we built a dataset for froth image 

segmentation, which has never been done before. Secondly, 

the long-standing difficulties of over-segmentation and 

under-segmentation have been conquered. Thirdly, the 

algorithm presented in this paper overcomes the complex 

environment on site and is suitable for a variety of working 

conditions. The other is adding Dropout layer into U-NET 

network, which can speed up training, prevent over-fitting. 

2. DATA SET 

2.1 Get data and make data set 

A dataset of 35 images of the flotation froth is used. Raw 

froth images were collected with experimental facilities from 

a flotation plant in China. Experimental setup consists of 

RGB camera with resolution of 1440x1200 and lens of 35 

mm, high frequency variable light source, protection cover, 

fan protecting camera from water vapor and high temperature, 

optical fiber with length over 100m for signal communication 

to industrial PC computer in operating room. 

In the dataset, the original image was stored as 8-bit grey 

scale images with a spatial resolution of 512 × 512 pixels. 

The ground truths were binary images representing the 

contours of the bubbles drawn manually. During training, the 

ground truths were used to train the network to recognize the 

bubble borders. There are also some ground truths in the 

testing set that  are used to evaluate the performance of the 

model.         

2.2 Data Augmentation 

As for our research, it is difficult to obtain a lager amount of 

annotated images, so we use data augmentation by applying 

elastic deformations to the existing training images. This 

allows the network to learn some features that are not 

included in existing training set. In case of flotation froth 

image, we primarily consider shift and rotation invariance. 

This method is particularly useful in the froth image 

segmentation, since deformation of the froth is the most 

common variation during flotation, that is to say the realistic 

deformations can be simulated efficiently. The value of data 

augmentation has been proved in the scope of unsupervised 

feature learning (Dosovitskiy et al. (2014)).  

In addition, we extend the data set by multi-scale 

transformation during training, an example is shown in Fig.3. 

First of all, multi-scale transformation is performed on the 

raw image. Then, for larger scale image, crop an area of the 

same size as the raw image. For smaller scale image, the 

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

12024



 

 

     

 

image is centered and filled around to the original image size. 

At the same time, the same operation is applied to the 

corresponding label.  

 

Fig.3.  Extend data sets with multiscale transformations 

3. PROPOSED METHOD 

3.1 U-Net network structure 
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Fig.4. U-Net framework 

U-Net network is evolved from a full convolution network 

and has a good performance at small dataset, which is also in 

the case of the dataset considered in this research. In the 

network, the symmetrical structure of the encoder and the 

decoder formed the elegant U type. Fig.4 shows the U-Net 

framework used in this study. The encoder extracts features 

by convolution, pooling, etc., and gradually reduces the input 

data spatial dimension, while decoder regains the detailed 

features by feature fusion, deconvolution. As a result, it 

produces a pixel-level probability map.  

The convolution layer use multiple sets of kernels of size 3x3 

with a stride of 1 pixel for extracting features. In the 

convolution operations, full-zero padding strategy is adopted 

to conserve image boundary information and to make the 

output size the same as the input size. 

Each convolution  followed by a rectified linear unit (ReLU), 

and a commonly used activation function in neural networks, 

the use of which can adapt the network to more nonlinear 

functions (Glorot X et al. (2010)). To compare with sigmoid, 

ReLU function has unilaterally suppressed output, lager 

excitatory boundary, spares activation of the underlying 

network, and it does not have the problem of gradient 

disappearing. Hence, the network trained with ReLU function 

has a faster convergence rate than the network using Sigmoid 

function. ReLU is defined as (1). 

Re ( ) max(0, )LU x x=                                    (1) 

Then, a max pooling layer of size 2x2 with stride 2 is used to 

future process the features. Through the max pooling 

operation, the feature dimension is reduced to half, the 

number of parameters is compressed, and over-fitting can be 

reduced, meanwhile, the robustness of the model can be 

improved. 

Overfitting is a serious problem in the deep neural nets with 

large number of parameters, so dropout layers (Srivastava N 

et al. (2014)) were introduced between the convolution layers 

to address this problem. The key idea is to stochastically drop 

the unit from the neural network during training, which 

prevents units from co-adapting too much. During training, 

dropout samples from different “thinned" networks. The 

standard network and dropout network diagrams are shown in 

Fig.5.  

+1 +1

(a)Standard network (b)Dropout network  
Fig.5. The comparison between standard network and 

dropout network 

Decoder is similar to encoder, except that upsampling is used 

instead of max-pooling. In order to localize, high resolution 

features from the encoder path are combined with the 

upsampled output through concatenate operation. After that, 

convolution layer can learn to assemble a more precise output 

based on this information. The last convolutional layer is 

followed by a softmax activation layer which generates 

probability map. 

3.2 Training 
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Loss function 

The loss function describes the degree of deviation between 

the prediction and the truth in the training process. The 

smaller the difference between the prediction and the truth, 

the smaller the loss function, and as a optimization target that 

directly relates to the quality of the model training. For 

segmentation works, common loss functions include Dice 

loss function, cross entropy loss function, Focal loss function 

and the others. 

The sample imbalance phenomenon exists in the flotation 

froth image. Sample imbalance means that the proportions of 

different classes of samples vary greatly in the classification 

learning algorithm, and a certain class in a train set occupies 

most of the proportion is called a simple sample. The large 

number of simple samples will lead to the large loss of the 

entire train set. For the flotation froth image in this study, the 

background is a simple sample and may have an absolute 

advantage over the loss function. Therefore, Focal loss(Lin et 

al. (2017)) function is selected to solve the sample imbalance 

problem in this paper, which is based on the cross entropy 

loss function. It can be described as(2). 

   
- (1 ) log( ) 1

FL(p)=
- ( ) log(1 )

p p if y

p p otherwise









 − =


−

              (2) 

The above  1y   specifies the ground-truth class, [0,1]p  

is the model’s estimated probability for the class with 

label 1y =  , and 0   is tunable focusing parameter, which 

can reduce the loss of simple sample, the parameter 

 represents the sample imbalance coefficient.  

  
Fig.6. Examples of training sets. The first row: raw image, 

the second row: labeled image 

 

Fig.7. The accuracy curves during training 

Ultimately, the proposed U-Net network was trained with 

training set. While training the Adam algorithm was applied 

to optimize the model. Every time, the network was trained 

for 200 epochs which took about 3.5h. Examples of training 

sets and accuracy curves during training are shown in Fig.6 

and Fig.7. We can find the improved U-net has higher 

accuracy compared with based U-net. The entire training 

process is performed on a workstation. (CPU: Intel Xeon(R) 

W-2123 @ 3.6Hz, RAM:16GB, GPU: Nvidia Geforce 

2080ti). 

3.3 Prediction and Postprocessing 

The trained network was then applied in the testing sets to 

generate the predicted results. For a single test image, it just 

took less than 1 s. However, the edge contours outputted by 

the network is not one-pixel-wide, and there are some 

isolated points or short lines resulting from mis-segmentation. 

To solve these problems, the prediction results are followed 

by postprocessing operations which shown in Fig.8.  

erosion 

operation
DLMA

non-boundary 

filter operator

Predicted

 results

Optimized

 results

 

Fig.8. Flow chart of postprocessing operation 

Firstly, using erosion operation to optimize the depiction of 

some weak boundaries. Then, the one-pixel-wide edge 

skeleton was extracted through optimized DLMA (Discrete 

λ-Medial Axis) algorithm (Hu et al. (2017)). Fig.10(a) 

present the connection of the inconsecutive contours by 

above operation. In the end, we design a non-boundary filter 

operator to filter out isolated points, line segments, and 

bifurcation lines in the image. Fig.9 is a 3x3 filter operator 

window.  

P0 P1

P2P3

P5

P4

P6 P7 P8
 

Fig.9 Filter operator window 

P0 is the pixel to be filtered, P1~P8 are the eight 

neighborhoods of P0 with a value of 0 or 1, where 0 is the 

foreground and 1 is the background. The window filter 

operator is defined as follows: 

                                        
8

1

i

i

P P
=

=                                     (3) 

And for the refined image, {0,1,2,3}P . The specific 

implementation of the operator is as follows:  

(1) if  1P   : 

0 0P = ; 

(2) if 2P = , define the operator as:  

                                  
8

1

1

i i

i

L PP+

=

=                         (4) 

where P9=P1. 

0

1 0;

0 1;

if L
P

if L

=
= 

=

 

(3) if 3P = , define the operator as: 
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8

1 2

1

i i i

i

L PP P+ +

=

=                                (5) 

where P9=P1, P10=P2. 

0

1 0;

0 1;

if L
P

if L

=
= 

=

 

The result of filtering the refined image using this operator is 

shown in the Fig.10(b). 

  

Fig.10. Comparison between probability maps and post-

processed images. 

4 RESULT AND COMPARISON 

In this section, a set of new froth images that were never used 

in training set is used to test the performance of the trained 

model. Besides, the segmentation results of method in this 

paper are compared with the results of adaptive watershed 

algorithm. 

The results from the three methods for three images under 

different working conditions are shown in Fig.11. Ground 

truth (A1, B1, C1) is the label drawn by manual; Watershed 

(A2, B2, C2) represent the segmentation result of adaptive 

watershed algorithm; Proposed (A3, B3, C3) represent the 

segmentation result of the algorithm proposed in this paper. 

Distinctly, the problem of over-segmentation and under-

segmentation that exist in adaptive watershed algorithm is 

disappeared in our proposed method.   

Further more, the comparison of segmentation accuracy is 

shown in Figure 12. The first column is original picture, the 

watershed+truth presents a comparison of the segmentation 

of adaptive watershed algorithm(green line) with the manual 

segmentation(red line), the proposed+truth presents a 

comparison of the segmentation of proposed method(green 

line) with the manual segmentation(red line). We can find 

that the segmentation result of the proposed method is very 

close to the result of manual segmentation.  

Ground truth Watershed Proposed

A2 A3

B2 B3

C2 C3

A1

B1

C1

 

Fig.11. The results from the two methods for three images under 

different working conditions 

 

Fig.12. The comparison of segmentation accuracy 

To quantify the accuracy of the proposed algorithm. the 

statistical information and size distribution information of 

flotation bubbles are presented in Fig.13. (a) is the 

comparison between detected number and ground truth 

number of bubbles. (b), (c) and (d) are bubble size 

distribution graph under different case.  

Besides, the relative error of the algorithm in segmentation of 

the froth images were calculated from the expression:   

                                    0
r

x x
E

x

−
=                                   (6) 

where 
rE  is the relative error, x is the actual mean bubble 

size get from the manual segmentation (pixel) and 0x  is the 

mean bubble size measured by the automatic segmentation 

(pixel). The error values of the algorithm in delineation of 

images are listed in Table 1. 

(a) (c) (d)(b)
 

Fig.13. The assessment of the determined number of bubbles; (a) detected number and ground truth number comparison; (b), (c), (d) the 

bubble size distribution. 
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Table 1. Relative error of the developed algorithm in segmentation of froth images. 

image Manual segmentation  Watershed   U-net 

 x    (%)   (%) 

A 53.07   56.98 -7.36  55.68 -4.9 

B 62.36   67.93 -8.93  63.72 -2.18 

C 122.62   140.21 -14.34  123.70 -1.08 

 

5 CONCLUSIONS 

In this paper, we focus on the problem of flotation froth 

image segmentation, a new froth segmentation algorithm 

based on improved U-Net is proposed. It is the first time that 

a semantic segmentation approach which based on deep 

learning has been applied to this field. The performance of 

the proposed algorithm is tested in the paper and compared 

with the traditional adaptive watershed algorithm. 

The results indicate that the algorithm not only successfully 

solves the problems of over-segmentation and under-

segmentation, but also improves segmentation accuracy. 

Accurate segmentation of froth images result in accurate 

flotation bubble size distribution, which provides more 

accurate and effective guidance for field workers' work; and 

the robust performance of the proposed algorithm enables 

long-term stable operation of monitoring. This is of great 

significance for reducing work intensity and increasing 

production efficiency. 
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