Tustin neural networks: a class of recurrent nets for adaptive MPC of mechanical systems
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Abstract: The use of recurrent neural networks to represent the dynamics of unstable systems is difficult due to the need to properly initialize their internal states, which in most of the cases do not have any physical meaning, consequent to the non-smoothness of the optimization problem. For this reason, in this paper focus is placed on mechanical systems characterized by a number of degrees of freedom, each one represented by two states, namely position and velocity. For these systems, a new recurrent neural network is proposed: Tustin-Net. Inspired by second-order dynamics, the network hidden states can be straightforwardly estimated, as their differential relationships with the measured states are hard-coded in the forward pass. The proposed structure is used to model a double inverted pendulum and for model-based Reinforcement Learning, where an adaptive Model Predictive Controller scheme using the Unscented Kalman Filter is proposed to deal with parameter changes in the system.
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1. INTRODUCTION

Recurrent Neural Networks (RNNs), like Echo State Networks (ESNs) (Jaeger (2002), Armenio et al. (2019)), and Long-Short Term Memory networks (LSTMs) (Hochreiter and Schmidhuber (1997); Gers et al. (1999); Greff et al. (2017)), are nowadays widely used in many engineering fields, such as speech recognition (Tai et al. (2015); Greff et al. (2017)), mobile phones, and GPS navigators (Zhao et al. (2019)). In addition, they have the potentiality to be successfully applied for control of dynamic systems, since they allow to obtain reliable dynamical models of the system directly from data, so reducing the time and effort required to develop physical-based models. In turn, RNNs models can then be used in model-based control design techniques, like Linear Quadratic or Model Predictive Control (MPC, Maciejowski (2002); Rawlings and Mayne (2009)). However, the potentialities of RNNs as estimated dynamic models for control design has not been fully exploited yet, and some fundamental properties, like stability, have not been studied in depth. Among the main contributions concerning ESNs, their incremental Input-to-State Stability (ISS) property (Bayer et al. (2013)) has been analyzed in Armenio et al. (2019), where also the design of stable observers and stabilizing MPC laws have been considered. Local stability analysis and equilibria computation of LSTMs have been addressed in (Stipanović et al. (2018), Amrouche et al. (2018)), while their ISS has been studied in (Terzi et al. (2019)). In addition, the industrial application of LSTM for control has been discussed in (Lanzetti et al. (2019)).

The use of RNNs in the modeling of dynamical unstable systems still remains a largely unexplored field, due to the fact that the most popular and previously mentioned structures can still fail to provide satisfactory results. This is due to the fact that, for unstable systems, gradient descent can become ill-posed (Doya (1993); Pascanu et al. (2012); Ciccone et al. (2018)) due to the vanishing and exploding gradient problem (Hochreiter (1998)). The possibility for bifurcation and exploding gradients implies, for instance, that the proper initialization of the network internal states is crucial to achieve satisfactory results. Unfortunately, RNNs are typically characterized by a large number of hidden states, not related to any physical properties of the system, so that their initialization cannot rely on any a-priori physical knowledge. The networks are usually trained via stochastic gradient descent on batches of data, for instance using methods like Adam (Kingma and Ba (2014)). These methods require a large amount of data as well as parameters in order to effectively exploit the benefits of stochastic search. Moreover, they are not suited for online refinement of the model as new data comes in (Ash and Adams (2019)). This limits the applicability of neural network models to scenarios that are either stationary or where dynamics are slow/stable enough so that a new model can be trained from scratch without affecting the system safety.

Adaptive control (Astrom and Wittenmark (1994)) is a branch of control theory that deals with changing environments with the aim of safely refining the control policy or the model in order to improve performance. In the context of MPC, Marafioti et al. (2014); Heirung et al. (2015) incorporated conditions on the input signals such that the dynamics can be best adapted. Lorenzen et al. (2019) formulated a stable adaptive MPC approach based on an tube approach which restricts constraints adaptively while refining a model uncertainty set estimate. Kamesh and Rani (2016) adapted NN models using the Extended Kalman Filter (EKF Anderson and Moore (2012)).

In this paper, we propose a new network structure suitably developed to represent unstable dynamical systems, with particular focus on robotic systems. The main idea behind the development of this network structure is to fully exploit the knowledge of the relationships between variables, typically positions and
velocities (linear or angular), and to represent their dependence on exogenous variables, like forces and torques, by means of suitable feedforward networks. By using this network, the initialization problem can be trivially solved, and the gradient flow is facilitated so that training is less affected by vanishing (and exploding) gradients. Being based on the Tustin and Euler discretization methods (Åström and Wittenmark (2013)), they will be named Tustin-Nets (TN). Secondly, we propose an adaptive MPC scheme that makes use of the Unscented Kalman Filter (UKF, Wan and Van Der Merwe (2000)) to efficiently control a changing environment. In particular, the last layer of the network is updated online using the UKF while simultaneously estimating the network hidden states. The approach is tested on a double pendulum with changing dynamical properties.

The characteristics of TNs are described in the following Section 2, while their use for control of a double inverted pendulum is considered in Section 3. An adaptive implementation of the proposed control scheme is reported in Section 4, while some conclusions and hints for future work are listed in Section 5.

2. TUSTIN-NETS

Mechanical systems have a certain number of degrees of freedom (DOF), for example joints’ angles or translations, each one represented by two states: its position θ and its velocity ˙θ. Due to the presence of inertia, the velocity does not vary instantaneously and depends on the applied torque, on the position, and on the velocity itself. The relation between velocities and positions is known a priori and can be approximated by means of the Tustin and/or Euler approximation. Specifically, denoting by s and z the complex variables referred to the S- and Z-planes for continuous time and discrete time systems, respectively, the Tustin (TU) and (forward) Euler (EU) transformations read:

\[ s = \frac{2z+1}{Ts} (TU), \quad s = \frac{z-1}{Ts} (EU) \]

where Ts is the adopted sampling time.

Now, assume that the mechanical system referred to a generic DOF is described by the following second-order model:

\[ \dot{x}(t) = f(x(t), \dot{x}(t), u(t)) \]
\[ y(t) = x(t) \]

where \( t \) is the continuous time index, \( x \) and \( \dot{x} \) are the position and the velocity, respectively, and \( u \) is the (vector) torque applied. In (1) we assume that measurements, \( y(t) \) include only the position. By applying the TU transformation to the first state equation and the EU transformation to the second, one obtains at sampling times \( k \)

\[ x(k+1) = x(k) + Ts\left( \frac{\dot{x}(k+1) + \dot{x}(k)}{2} \right) \]
\[ \dot{x}(k+1) = \dot{x}(k) + Ts f(x(k), \dot{x}(k), u(k)) \]
\[ y(k) = x(k) \]

System (2) represents the basic brick of TNs, where the function \( f \) can be described by a feedforward NN to be trained with experimental data and \( x, \dot{x} \) are vectors of suitable dimensions. According to their definition, initialization of the variables \( x, \dot{x} \) can be trivially performed, for instance using the Euler differentiation.

3. INVERTED PENDULUM: MODELING, ESTIMATION, AND CONTROL

The double inverted pendulum, represented in Figure 1, is a popular benchmark to test new control techniques due to its high nonlinearity and instability. A double pendulum is a mechanical system consisting in two beams connected by a hinge. The beams are free to rotate and their positions are controlled applying a torque to both joints. The system has multiple equilibrium points: three unstable equilibria and a stable one. The goal is to control the double pendulum in its unstable position where both the state variables, i.e. the angles \( \theta_1 \) and \( \theta_2 \) are null.

3.1 Lagrangian modeling of the double pendulum

The Lagrangian modeling approach has been used to get a physics-based model in which the user can set the friction coefficients of the joints, can modify the mass and the length of the two beams and set the position of their center of mass along their main direction. This model has been used as simulator to test the effectiveness of the developed estimation and control algorithms. By means of the Lagrange equation, Pozzoli (2019) formulated the pendulum dynamics as:

\[ \begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \end{bmatrix} = A(\theta, \dot{\theta})^{-1}B(\theta, \dot{\theta}, u) \]

where the matrices \( A \) and \( B \) are specified in Pozzoli (2019), together with the system’s parameters. The ODE is solved using a 5-th order Runge-Kutta method (Dormand and Prince, 1980).

3.2 Tustin-Net model

Different network structures have been tested on the double pendulum, among them LSTMs and ESNs, which however failed to produce satisfactory results due to the difficulty related to their state initialization, which is a crucial step to correctly identify the system dynamics. Therefore, attention has been focused on TNs as defined in (2), which, in the considered problem can be given the form

Figure 1. Double inverted pendulum schematics. Both joints are torque actuated with limited ranges. Velocities are assumed not measurable and are estimated.
\[
\hat{\theta}_1(k+1) = \hat{\theta}_1(k) + T_s K_v \left( \frac{\dot{\hat{\theta}}_1(k+1) + \dot{\hat{\theta}}_1(k)}{2} \right) \\
\dot{\hat{\theta}}_1(k+1) = \dot{\hat{\theta}}_1(k) + f_1(\hat{\theta}_1(k), \dot{\hat{\theta}}_1(k), \hat{\theta}_2(k), ...)
\]

\[
\hat{\theta}_2(k+1) = \hat{\theta}_2(k) + T_s K_v \left( \frac{\dot{\hat{\theta}}_2(k+1) + \dot{\hat{\theta}}_2(k)}{2} \right)
\]

\[
\dot{\hat{\theta}}_2(k+1) = \dot{\hat{\theta}}_2(k) + f_2(\hat{\theta}_1(k), \dot{\hat{\theta}}_1(k), \hat{\theta}_2(k), \dot{\hat{\theta}}_2(k), u(k))
\]

where \(\hat{\theta}_1\) and \(\dot{\hat{\theta}}_1\) denote the estimates of angles and velocities, and \(f_1(\cdot)\) and \(f_2(\cdot)\) are nonlinear functions that must be learned and represent how much the velocities have changed with respect to the previous time-step. These are modelled as a 2-hidden-layer fully connected network, with \(tanh\) activation function and 100 units, plus a final linear layer. The output of the TN are the measured variables, that coincide with the angular positions. A scheme of this network used for the identification is depicted in Figure 2. For this application, the angles have been used in the form of \(\sin\) and \(\cos\) features. The coefficient \(K_v\) is the ratio between position and velocity normalisation constants. The state and input training data is normalised to have unitary magnitude. In particular, angles and velocities are scaled, respectively, by \(\pi\) and \(2\pi\), hence \(K_v = 2\).

The training and validation dataset include different operating conditions. Specifically, we first consider open loop simulations, where the pendulum starts from different initial positions and then falls under the action of random input torques. The aim of this is to collect data describing the behavior of the system near the stable equilibrium. Then, closed loop simulations are considered where a full-state information LQR is used. A stabilising controller is in fact required in order to collect long enough sequences and to correctly capture the dynamics near the unstable equilibrium in the upright position. Furthermore, in order to properly excite the system, during closed loop simulations a white noise is added to the LQR torques. All experiments have a total duration of 12s, the first 6s used for the training and the last 6s used for validation. The sampling time is always \(T_s = 0.01 s\). The initial state of each sequence is retrieved from the available data: the angles are directly the first measurement, while the initial velocities is obtained with a forward Euler approximation. In the training procedure, the cost function to be minimized has been modified from the usual Mean Square Error between the predicted angles and the measured ones to the mean of the square of the difference of \(\sin\) and \(\cos\) of the angles:

\[
L = \frac{1}{N} \sum_{k=1}^{N} \left[ (\sin \hat{\theta}(k) - \sin \theta(k))^2 + (\cos \hat{\theta}(k) - \cos \theta(k))^2 \right]
\]

which, with simple manipulations, can be rewritten as:

\[
L = \frac{1}{N} \sum_{k=1}^{N} 2 \left[ 1 - \cos(\hat{\theta}(k) - \theta(k)) \right]
\]

The network is implemented in Tensorflow (Abadi et al., 2015) and trained using the Adam optimizer (Kingma and Ba, 2014). Figure 3 shows a comparison of the measured angles’ positions and velocities and the corresponding outputs of the trained net in the free falling test. These results highlight the ability of the network to recognize the system equilibria. In fact, as it can be seen, the predicted trajectory follows closely the measured one and asymptotically tends to the stable configuration in \(\theta_1 = \pi\) and \(\theta_2 = 0\).

The results of the closed loop test are reported in Figure 4. Due to the unstable dynamics of the system around the origin, even a small estimation error causes a continuously growing behavior of the variables, so that the predictions provided by the network diverge from the corresponding measurements. However, in the initial period of the simulation, i.e. up to time 0.5s, the network is able to provide predictions with satisfactory accuracy. Since in the control design phase a much shorter prediction horizon has been used, the accuracy of the model has been judged to be totally adequate for control design.

#### 3.3 TN state estimation and model predictive control

Since our goal is to control the pendulum in its unstable position and the only available measurements are the joints’ positions, a state estimator is required to avoid the divergence of the predicted states. Two state estimation algorithms are considered: the Extended Kalman Filter (EKF, Anderson and Moore (2012)) and the Unscented Kalman Filter (UKF, Wan and Van
Figure 4. Closed loop predictions. Tustin-net predicts the double pendulum states near the unstable equilibrium with reasonable accuracy for the first 0.5s (50 steps) when the system is controlled with a full-state information LQR.

Der Merwe (2000). A detailed analysis of the implementation and tuning of these filters is reported in Pozzoli (2019). Here a comparison of the state estimation error with the two algorithms is illustrated in Figure 5, which shows that the state estimate integral RMSE significantly improves using the UKF. A disadvantage of the UKF is that careful selection of the sigma points location is needed for it to be successful (see Turner and Rasmussen (2010)). This is further analysed in Pozzoli (2019). Since the UKF is implemented in Tensorflow (Abadi and Rasmussen (2010)). This is further analysed in Pozzoli (2019). Here a comparison of the UKF and the EKF

Figure 5. Comparison of the UKF and the EKF. With appropriate care for the sigma points location, the UKF significantly outperforms the EKF in terms of estimation error.

The pendulum control is performed using Model Predictive Control (MPC, Maciejowski (2002); Rawlings et al. (2017)). In particular, given the state estimates from the UKF or EKF, the forward model prediction is used to compute a sequence of optimal actions. Then, the first one will be applied and the whole procedure repeated when new measurements come in. Specifically, a prediction horizon of 5 steps, and total length of 0.05s, has been adopted. The control variables, i.e. the torques, have been saturated, and in the cost function to be minimized the square of the predicted state errors and of the future control moves have been weighted. The control action, computed with the MPC regulator based on the TN model, has been applied to the physical-based simulator of the system. The transients of the state variables, starting from the initial values $[0.1, 0, -0.1, 0]$, are reported in Figure 6.

4. NEURAL ADAPTIVE MPC

The performance of the control approach previously described can seriously deteriorate due to modeling errors caused, for example, by a limited amount and quality of data available to train the neural network in all its working conditions, or to variations of the physical parameters of the system. An obvious idea to improve the accuracy of the model is to adjust its parameters in an online fashion by formulating a so-called dual identification/control problem. We propose the use of a joint UKF for the estimation of the network state and parameters. In particular, the functions $f_1(\cdot)$ and $f_2(\cdot)$ from (4) are adapted by updating their last linear layer. Assuming that the parameters, $\psi$, are constant (or slowly varying), the enlarged model to be estimated is described:

$$\begin{align*}
\dot{x}(k+1) &= \hat{x}(k) + T_s \left( \frac{\hat{x}(k+1) + \hat{x}(k)}{2} \right) + v_x(k) \\
\dot{x}(k+1) &= \hat{x}(k) + T_s f(\hat{x}(k), \hat{x}(k), u(k), \psi(k)) + v_x(k) \\
\psi(k+1) &= \psi(k) + v_\psi(k) \\
\hat{y}(k) &= g(\hat{x}(k)) + n(k)
\end{align*}$$

where $g$ is the estimated map between states and outputs (in the pendulum case this is just a selector for the positions). Note that, in (7), the vectors $v_x(k), v_x(k), v_\psi(k)$, and $n(k)$ are assumed to be zero-mean white noises with known variance. The state estimate, $\hat{x}$, and the parameters $\hat{\psi}$ are recursively updated by
the jUKF and sent to the MPC algorithm computing the control action, as depicted in Figure 7.

![Figure 7. Closed loop adaptive MPC scheme. The UKF learns the TN last layer, additionally to estimating velocities, in order to capture the variations in the system properties.](image)

We test the performance of the neural adaptive MPC versus an implementation without adaptation, by modifying the physical parameters as follows: the first joint friction coefficient is changed from $c_1 = 0.1\text{Nms/rad}$ to $c_1 = 0.01\text{Nms/rad}$, while the mass of the second beam from $m_2 = 0.2\text{Kg}$ to $m_2 = 0.3\text{Kg}$. The performance of the two control algorithms, without and with adaptation, are reported in Figures 8 and 9. Finally, a new test has been carried out to control the double pendulum in an unstable position which is not an equilibrium point. The system’s state has been initialized at $[0.1;0.1;0.1]$, while the initial estimated state has been set to zero. The reference has been set to $[0.7;0.0;−1.4;0]$. Figures 10 and 11 illustrate the results of the test. Note that the state estimation error is biased when not adapting the model due to the wrong identified system’s gain.

Figure 8. Different system with non-adaptive MPC. If the pendulum’s physical parameters change then the control performance significantly degrades without adaptation.

Figure 9. Neural adaptive MPC. The UKF learns the TN last layer to capture the different system properties. Performance is recovered.

Figure 10. Reference tracking without adaptation. The approach is not capable of tracking a non-equilibrium target without adaptation due to model mismatch.

**5. CONCLUSIONS**

Neural networks are a useful tool to obtain reliable system models for data-driven control. The use of these methods for control of unstable systems is still a largely open issue, mainly due to the difficulty to train in such regimes. To this end, Tustin Networks (TN) have been proposed, which exploit the position/velocity relationship in mechanical systems. An adaptive TN MPC scheme has been used for the control of a double pendulum with changing parameters and unmeasured velocity.
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