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Abstract: This paper studies output sign-consensus of heterogeneous multi-agent systems over
directed signed graphs. To remove the restriction that every follower knows the dynamics of the
leader system, a distributed observer is maintained by each follower nodes, such that the state
and dynamics of the leader node is estimated. Then a distributed state feedback control law is
designed and analyzed. A simulation example is presented to illustrate the effectiveness of the
proposed control law.
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1. INTRODUCTION

Over the past two decades, significant interests have been
paid to distributed control of multi-agent systems, which
has reached a relatively mature status (Ren and Beard,
2008; Lewis et al., 2014), with a primary focus on the
consensus problem (Jadbabaie et al., 2003; Qin et al.,
2017), assuming that all interactions between agents are
collaborative. In other words, interactions/communication
networks are modeled by nonnegative graphs, whose adja-
cency matrices are nonnegative (Berman and Plemmons,
1994).

However, in many practical scenarios, both cooperative
and competitive interactions coexist within a group of
agents, such as social network, biological network, and
political campaign. Such interaction networks should be
represented by signed graphs, where positive and negative
edges stand for collaborative and antagonistic interactions,
respectively. Obviously, adjacency matrix of a signed graph
is a general matrix, instead of a nonnegative matrix. Thus,
analysis of signed graph is much more challenging than
that of nonnegative graph.

In the past several years, many researches have been
conducted on distributed control of multi-agent systems
over signed graphs, with a seminal work being Altafini
(2013), which found a new collective behavior of multi-
agent systems, called bipartite consensus. By bipartite
consensus, it means that the whole group of agents will
split into two subgroups, and agents within each subgroup
reach conventional consensus, while consensus values of
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these two subgroups will have the same magnitude but
different signs. This work was soon extended from single
integrator dynamics to homogeneous and heterogeneous
linear systems (Valcher and Misra, 2014; Zhang and Chen,
2017; Jiao et al., 2019), nonlinear systems (Yu et al., 2019),
and to systems with measurement noise (Ma and Qin,
2016).

For bipartite consensus problems, it is always assumed
that signed graphs should be structurally balanced (Altafi-
ni, 2013). However, this condition is very strong and can
be easily violated by inappropriately adding an edge or
changing the sign of a single edge. Therefore, investigating
collective behaviors over structurally unbalanced signed
graphs is important and interesting.

Very recently, Altafini and Lini (2015) studied opinion
forming process over structurally unbalanced communica-
tion graphs. They found that when the communication
graph is eventually positive, all agents will achieve an
unanimous opinion, although some might be more con-
vinced than others. In other words, the signs of all opinions
will reach a consensus. Thus, we coined the term sign-
consensus in Jiang et al. (2017), which extends Altafini
and Lini (2015) to general homogeneous linear multi-agent
systems. It is noticed that in practice almost all agent
dynamics are inherently heterogeneous, which allows dif-
ferent agents to have different dimensions and/or different
dynamics. For heterogeneous linear multi-agent systems,
we designed distributed control law, which guarantees the
output of each agent to achieve sign-consensus, i.e., output
sign-consensus (Jiang and Zhang, 2020).

It is well known that the major advantage of multi-agent
systems is its distributed feature, i.e., control law for each
agent only use information of itself and its neighbors.
However, most works of heterogeneous multi-agent sys-
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tems assume that all agent can access the information of
dynamics of the exosystem (Wieland et al., 2011; Jiang
and Zhang, 2020), which means there exist direct edges
from the exosystem to all other agents. This is known as a
kind of global information and not realistic. Therefore, how
to design a fully distributed control law is of longstanding
research interests in the control community. Motivated by
the above-mentioned statements, we aim to remove this
assumption and design a fully distributed control law for
heterogeneous multi-agent systems, such that output sign-
consensus can be achieved. Inspired by Cai et al. (2017),
we propose an observer based control approach, where a
distributed adaptive observer is maintained by each agent
which can estimate the dynamics of the exosystem. With
this observer, the whole control law can be designed in a
fully distributed manner.

The rest of this paper is organized as follows. Section 2
introduces notations, preliminaries of signed graphs and
problem formulation. In Section 3, an adaptive distributed
observer is designed for each agent to estimate dynamics
and states of the exosystem. In Section 4, a state feedback
control law is proposed and analyzed. A simulation exam-
ple is provided in Section 5 and Section 6 concludes the
paper.

2. PRELIMINARIES

2.1 Notations

R, R+ and Rn represent real space, positive real space
and n-dimentional real space, respectively. The empty
set is denoted as ∅. ⊗ denotes the Kronecker product.
1n denotes an n dimensional vector, whose entries are
all ones. A column vector x ∈ Rn is defined by x =
[x1, x2, · · · , xn]T where xi is the ith entry. A diagonal
matrix Λ ∈ Rn×n is denoted as Λ = diag(λ1, λ2, · · · , λn).
Matrix A ∈ Rn×n with entries defined as aij is denoted
as A = [aij ]. If the entries of matrix A are all positive,
it is said to be positive, which is denoted as A > 0. A
positive vector v ∈ Rn, whose entries are all positive, is
denoted as v > 0. Eigenvalues of A ∈ Rn×n are denoted by
λi(A), i = 1, 2, · · · , n. Simultaneously, Re(λi(A)) denotes
the real part of λi(A). The identity matrix is denoted
as In ∈ Rn×n. The spectral radius of A, denoted as
ρ(A), represents the smallest positive number such that
ρ(A) ≥ |λi(A)|, ∀i = 1, 2, · · · , n. For Xi ∈ Rm×n,

col(X1, X2, · · · , XN ) = [XT
1 , X

T
2 , · · · , XT

N ]
T
. For a column

vector x = col(x1, x2, · · · , xq) ∈ Rnq, where xi ∈ Rn,
denote Mq

n(x) = [x1, x2, · · · , xq] ∈ Rn×q. For a matrix
X ∈ Rn×m, its vector valued function is defined as
vec(X) = [XT

1 , X
T
2 , . . . , X

T
m]T ∈ Rnm, where Xi ∈ Rn

is the ith column of the matrix X. The entrywise sign
function of x = [x1, x2, · · · , xn]T is defined as

sgn(x) = [sgn(x1), sgn(x2), · · · , sgn(xn)]T

with

sgn(xi) =


1, xi>0

0, xi = 0, i = 1, 2, . . . , n

−1, xi<0

2.2 Signed graph

The communication or interaction of multi-agent systems
can be naturally described as a graph, where each node
or vertex represents an agent and each edge represents
the communication/interaction between two agents. A
directed graph is denoted as G = (V, E), where V =
{v1, v2, · · · , vN} is the node set and E ⊆ V ×V is the edge
set. The topology of a graph can be completely depicted
by its adjacency matrix A = [aij ] ∈ RN×N , where aij
represents the (i, j)th entry and aij ̸= 0 implies that node
i can obtain information from node j, i.e., (vj , vi) ∈ E ,
and vj is thus called a neighboring agent of vi; otherwise
aij = 0. The set of all indices of neighboring agents of vi
can be denoted as Ni = {j|(vj , vi) ∈ E , j = 1, 2, · · · , N},
called the neighboring set of node i. In this paper, only
simple graph is considered, i.e., graph with no self-loops
and no multiple edges. Particularly, for graph G(A), if all
weights of edges are nonnegative, i.e. aij ≥ 0, for ∀i, j =
1, 2, · · · , N , it is called nonnegative graph; otherwise it is
signed graph.

Definition 1. (Altafini and Lini, 2015)
A matrix A ∈ Rn×n is said to have strong Perron −
Frobenius property if the spectral radius ρ(A) is a simple
eigenvalue of A, and the associated eigenvector vr is
positive.

Definition 2. (Altafini and Lini, 2015)
A matrix A ∈ Rn×n is said to be eventually positive,

which can be denoted as A
∨
> 0, if a positive integer k0

exists and is such that Ak > 0 for all k ∈ N with k ≥ k0.

Proposition 1. (Altafini and Lini, 2015)
For a matrix A ∈ Rn×n, the following statements are
equivalent:

(i). A and AT have strong Perron-Frobenius property;

(ii). A
∨
> 0;

(iii). AT
∨
> 0.

2.3 Problem formulation

Consider the heterogeneous linear multi-agent system with
N agents:

ẋi =Aixi +Biui

yi =Cixi, i = 1, 2, · · · , N (1)

where xi ∈ Rni , ui ∈ Rmi , yi ∈ Rp are the state, input
and output, respectively; and (Ai, Bi) is assumed to be
stabilizable.

The exosystem, i.e., the leader node, has the following
dynamics:

η̇ = S0η

w=Rη (2)

where η ∈ Rq and w ∈ Rp are the state and output of the
leader node. Matrix S0 is assumed to have no eigenvalues
on the left half plane (Huang, 2004).

The objective of this paper is to design a fully distributed
controller by integrating an adaptive observer which can
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estimation the leader’s signals and dynamics, such that
output sign-consensus of all follower nodes is achieved.

Definition 3. (Jiang et al., 2018)
Let yi = [yi,1, yi,2, · · · , yi,p]T and y∗ = [y∗1 , y

∗
2 , · · · , y∗p]T ,

i = 1, 2, · · · , N . System (1) is said to achieve output sign-
consensus if

lim
t→∞

(sgn(yi,l(t))− sgn(y∗l (t))) = 0, ∀l ∈ L1

lim
t→∞

(yi,l(t)− y∗l (t)) = 0, ∀l ∈ L2

for all i = 1, 2, . . . , N , where L1 = {l| limt→∞ y∗l (t) ̸=
0, l = 1, 2, · · · , p}, L2 = {l| limt→∞ y∗l (t) = 0, l =
1, 2, · · · , p} and L1 ∩ L2 = ∅, L1 ∪ L2 = {1, 2, · · · , p}.

Let G = (V, E) be the communication graph of the follower
nodes, where V = {1, 2, · · · , N} and E ⊆ V×V. Denote the
augmented graph, considering both communication among
follower nodes and leader node, as Ḡ = (V̄, Ē), where
V̄ = {0, 1, 2, · · · , N}, and Ē ⊆ V̄ × V̄. For the solvability of
this problem, the following two assumptions are needed.

Assumption 1. The graph Ḡ contains a spanning tree
with the leader node, labeled 0, being the root.

Assumption 2. The adjacency matrix A of graph G is
eventually positive.

3. DESIGN OF ADAPTIVE DISTRIBUTED
OBSERVER

Since the dynamics of the leader is not available for all
the followers in reality, an adaptive distributed observer
is naturally required in order to estimate the leader’s
dynamics by each follower.

Assume that only the direct neighboring nodes of the
leader node 0 can get the information of S0. Denote the
weight of the edge from leader node 0 to node i as gi0, such
that gi0 > 0 if node i is a direct neighbor of the leader;
otherwise, gi0 = 0. Define a matrix C = Σ − A, where
Σ = diag(σ1, σ2, · · · , σN ) and σi > 0 for i = 1, 2, · · · , N .
Denote Si to be the estimate of S0 by node i.

From Assumption 2 and Proposition 1, we can con-
clude that the adjacency matrix A has strong Perron −
Frobenius property, which means that there exists a
positive vector vr = [vr1 , vr2 , · · · , vrN ]T > 0 such that
Avr = ρ(A)vr .

Then the adaptive observer can be designed as:

Ṡi = γ1

−σiSi +
N∑
j=1

aijSj + gi0(vriS0 − Si)

 (3)

ζ̇i =
1

vri
Siζi +

γ2

−σiζi +
N∑
j=1

aijζj + gi0(vriη − ζi)

 (4)

Lemma 1. Consider system(2) and adaptive observer (3)
and (4). Let σi = ρ(A), ∀i = 1, 2, · · · , N ; γ1 > 0; γ2 > 0
and is sufficiently large. Then for any initial condition
Si(0) and ζi(0), we have:
(i). limt→∞ (Si(t)− vriS0) = 0, ∀i ∈ {1, 2, · · · , N};
(ii). limt→∞ (ζi(t)− vriη) = 0, ∀i ∈ {1, 2, · · · , N}.

Proof. Define S̃i = Si − vriS0 and εi = ζi − vriη.
Part(i). Since Avr = ρ(A)vr and σi = ρ(A), it is trivial

to show that gi0vri = gi0vri + σivri −
∑N

j=1 aijvrj . Then

from (3) we have

˙̃Si = γ1

−σiSi +
N∑
j=1

aijSj + gi0(vriS0 − Si)


= γ1

−(σi + gi0)Si +

N∑
j=1

aijSj


+γ1

(gi0vri + σivri −
N∑
j=1

aijvrj )S0


DenoteG = diag(g10, g20, · · · , gN0), Sc = col(S1, · · · , SN ),

and S̃ = col(S̃1, S̃2, · · · , S̃N ). We have

˙̃S = Ṡc

=−γ1 ((C +G)⊗ Iq) (Sc − (vr ⊗ S0))

=−γ1 ((C +G)⊗ Iq) S̃ (5)

Since assumptions 1 and 2 hold, it can be shown that
Re(λi(C+G)) > 0,∀i = 1, 2, · · · , N . Then −γ1(C+G)⊗Iq
is Hurwitz for any γ1 > 0. Therefore all S̃i will vanish
exponentially as t→ ∞.

Part (ii). Similar to proof in Part (i), we have

ε̇i =
1

vri
Siζi − S0ζi + S0ζi − vriS0η

+γ2

−σiζi +
N∑
j=1

aijζj + gi0(vriη − ζi)


=

1

vri
S̃iζi + S0εi

+γ2

−σiζi +
N∑
j=1

aijζj + gi0(vriη − ζi)


=

1

vri
S̃iεi + S̃iη + S0εi

+γ2

−σiζi +
N∑
j=1

aijζj + gi0(vriη − ζi)


Let S̃d = diag(S̃1, · · · , S̃N ), Vr = diag

(
1

vr1
, 1
vr2
, · · · , 1

vrN

)
,

and ε = col(ε1, ε2, · · · , εN ). Then we obtain

ε̇= (IN ⊗ S0 − γ2(C +G)⊗ Iq) ε

+(Vr ⊗ Iq)S̃dε+ S̃d(1N ⊗ η) (6)

For any

γ2 >
maxRe (λi(S0))

minRe (λi(C +G))
,

the matrix (IN ⊗ S0 − γ2(C +G)⊗ Iq) would beHurwitz.
Consider the system

ẋ = (IN ⊗ S0 − γ2(C +G)⊗ Iq)x+ (Vr ⊗ Iq)S̃dx (7)

Using the same technique as in Example 9.6 of Khalil
(2002), we can show that the origin of system (7) is
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globally exponentially stable. Then system(6) is input-to-

state stable with S̃d(1N ⊗ η) as the input. Since S̃d and

hence S̃d(1N ⊗ η) vanishes exponentially, it follows that
limt→∞ ε = 0. Therefore, limt→∞ εi = 0 for all i. �

4. CONTROL LAW DESIGN AND ANALYSIS

In this section we will design a state feedback controller
to achieve output sign-consensus. Two lemmas are first
presented.

Lemma 2. (Cai et al., 2017) Let Q ∈ Rm×n, b ∈ Rm

and rank(Q) = rank(Q, b) = k where m,n, k ∈ R+. Let
Q(t) ∈ Rm×n such that limt→∞(Q(t) − Q) = 0. Then for
any initial condition and sufficiently large µ > 0, the state
of system

ẋ = −µQ(t)
T
(Q(t)x− b)

will tend to x∗ exponentially, where Qx∗ = b.

Lemma 3. Let bi = vec

([
0ni×q

−R

])
and

Pi(t) = ST
i ⊗

[
Ini 0
0 0

]
− Iq ⊗

[
vriAi Bi

Ci 0

]
. Each function

ψ̇i = −γ3Pi(t)
T (Pi(t)ψi − bi), ∀i = 1, 2, · · · , N (8)

with γ3 positive and sufficiently large, has a unique bound-
ed solution, if the following regulator equations are solv-
able

vriΠiS0 = vriAiΠi +BiΓi

CiΠi =R. (9)

And further let

Ψi(t) =Mq
(ni+mi)

(ψi(t)) =

[
Ψ1i(t)
Ψ2i(t)

]
.

Then for some solution (Πi,Γi) of equation(9), we have

limt→∞

(
Ψi(t)−

[
Πi

Γi

])
= 0.

Proof. Rewrite (9) as

vri

[
Ini 0
0 0

] [
Πi

Γi

]
S0 −

[
vriAi Bi

Ci 0

] [
Πi

Γi

]
=

[
0ni×q

−R

]
which can be further put into the form

Piχi = bi

where Pi = vriS
T
0 ⊗

[
Ini 0
0 0

]
− Iq ⊗

[
vriAi Bi

Ci 0

]
and

χi = vec(

[
Πi

Γi

]
). From Lemma 1, limt→∞(Pi(t)−Pi) = 0.

Thus from Lemma 2, limt→∞(ψi(t) − χi) = 0. By noting
that

Ψi(t)−
[
Πi

Γi

]
=Mq

(ni+mi)
(ψi(t)− χi)

this completes the proof. �

Then design the following state feedback controller

ui = Kixi +Kζi(t)ζi (10)

Kζi(t) =
1

vri
(Ψ2i(t)− vriKiΨ1i(t)) (11)

where Ki is a constant matrix such that Ai + BiKi is
Hurwitz and Kζi(t) is determined by solving (8).

Theorem 1. Consider system(1) and (2) with its control
law (3), (4),(8),(10) and (11). Suppose assumptions 1 and
2 hold, and regulator equations (9) are solvable. Then if
γ1, γ2, γ3 ∈ R+ and γ2, γ3 are sufficiently large, output
sign-consensus can be achieved.

Proof. Let x̃i = xi−vriΠiη, ũi = ui−Γiη, ei = yi−vriw,
Kζi =

1
vri

(Γi − vriKiΠi) and K̃ζi(t) = Kζi(t)−Kζi .

For each i ∈ {1, 2, · · · , N}, by utilizing (9) we obtain that

˙̃xi = ẋi − vriΠiη̇

=Aixi +Biui − vriΠiS0η

=Ai(x̃i + vriΠiη) +Bi(ũi + Γiη)− vriΠiS0η

=Aix̃i +Biũi (12)

ei = yi − vriw

=Cixi − vriRη

=Cix̃i (13)

ũi =Kixi +Kζi(t)ζi − Γiη

=Ki(x̃i + vriΠiη) +Kζi(t)(εi + vriη)− Γiη

=Kix̃i +Kζi(t)εi + (Γi − vriKζi)η + vriKζi(t)η − Γiη

=Kix̃i +Kζi(t)εi + vri(Kζi(t)−Kζi)η

=Kix̃i +Kζi(t)εi + vriK̃ζi(t)η (14)

Substituting (14) into (12) leads to

˙̃xi = (Ai +BiKi)x̃i

+BiKζi(t)εi + vriBiK̃ζi(t)η (15)

When γ1 > 0 and γ2 sufficiently large, by Lemma 1, we
know S̃i vanishes exponentially and εi → 0 as t → ∞.
Since

vriK̃ζi(t) = (Ψ2i(t)− Γi)− vriKi(Ψ1i(t)−Πi)

then limt→∞ K̃ζi(t) = 0 if γ3 is large enough (see Lemma

3). Thus vriBiK̃ζi(t)η tends to zero exponentially. Similar
to the proof of Lemma 1, one can show that system
(15) is input-to-state stable with the vanishing input term(
BiKζi(t)εi + vriBiK̃ζi(t)η

)
. Therefore for any initial con-

dition x̃i(0), limt→∞ x̃i = 0. Then limt→∞ ei = 0, which
implies limt→∞(yi − vriRη) = 0. This means that output
sign-consensus is achieved. �

Remark. Although the selection of γ2 and γ3 depends
on agents’ dynamics and graph topology G, we need not
compute them in practice, but to guarantee that they are
positive and sufficiently large.

5. SIMULATION EXAMPLE

Consider a group of 6 followers nodes (1) with dynamics

Ai =

[
−0.5 −1
2 0

]
, ∀i ∈ {1, 2, 3}

Ai =

[
0.5 −1
2 0

]
,∀i ∈ {4, 5, 6}
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Bi =

[
1
0

]
, Ci =

[
1 0
0 1

]
, ∀i ∈ {1, · · · , 6}

Obviously (Ai, Bi) is stabilizable.

Consider an exosystem (2) with the following dynamics

S0 =

[
0 −1
2 0

]
, R =

[
1 0
0 1

]
The communication graph G of follower nodes is adopted
from Jiang et al. (2018) and is shown in Fig. 1. Suppose
only node 1 has a direct communication with the leader,
i.e., g10 = 1 and gi0 = 0 for i = 2, 3, · · · , 6. We can easily
show that assumptions 1 and 2 are satisfied.

Consider system(1) and (2) with control law (3), (4),(8),(10)
and (11). Let γ1 = 5, γ2 = 20 and γ3 = 10. The output
trajectories of all agents are shown in Figs. 2 and 3. Output
sign-consensus is achieved.

Fig. 1. Communication graph G
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Time(s)

-0.8

-0.6

-0.4
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0

0.2

0.4
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1
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node 2
node 3
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Fig. 2. Output trajectories of yi,1 by state feedback control

6. CONCLUSION

This paper considered output sign-consensus of heteroge-
neous multi-agent systems. The objective is to design a
distributed control law such that the sign of outputs of
all follower nodes can reach consensus, i.e., output sign-
consensus. Compared with our recent work (Jiang and
Zhang, 2020), this paper removes the restriction that each
follower nodes should know the dynamics of the leader

0 5 10 15 20 25 30

Time(s)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

y i,2

node 1
node 2
node 3
node 4
node 5
node 6

Fig. 3. Output trajectories of yi,2 by state feedback control

node by designing an adaptive distributed observer. A
state feedback control law was designed. This paper only
considered a fixed graph topology. Output sign-consensus
problem over time varying graph topology is worthy of
further investigation.
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