Sensor Fault Detection for Salient PMSM based on Parity-Space Residual Generation and Robust Exact Differentiation
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Abstract: An online model-based fault detection and isolation method for salient permanent magnet synchronous motors is proposed using the parity-space approach. Given the polynomial model equations, Buchberger’s algorithm is used to eliminate the unknown variables (e.g. states, unmeasured inputs) resulting in analytic redundancy relations for residual generation. Furthermore, in order to obtain the derivatives of measured signals needed by such a residual generator, robust exact differentiators are used. The fault detection and isolation method is demonstrated using simulation of various fault scenarios for a speed controlled salient motor showing the effectiveness of the presented approach.
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1. INTRODUCTION

Due to their high efficiency and power density, permanent magnet synchronous motors (PMSM) are frequently used in various industrial fields. In almost all applications, detecting sensor errors affecting current or speed/position measurements improves safety and minimizes the environmental impact and economic losses. By implementing an online fault detection and isolation (FDI) method, the process can be monitored and unusual behavior can be identified and appropriate countermeasures taken.

Over the last decades, FDI has been the subject of intensive research for both linear and nonlinear systems leading to different types of methods (Chen et al., 2001; Ding, 2008). These methods can be broadly classified into two categories: data-driven FDI and model-based FDI. Unlike model-based methods, data-driven methods do not rely on accurate a priori model knowledge but on available historical data making them more suitable for large-scale systems in process engineering. Data-driven approaches range from multivariate statistical to machine learning approaches (Qin, 2012; Chen et al., 2016, 2017; Hua et al., 2018).

Within the model-based FDI methods, the parity-space based approach uses a set of analytic redundancy relations derived from the model equations that involve only known quantities and can be used for residual generation (Isidori et al., 2001; Blanke, 2008). The parity-space approach was first investigated for linear systems by Chow and Willsky (1984) and can be generalized to cover polynomial systems (Frank, 1990; Kinnaert, 2003). The elimination of unknown quantities can be performed using Buchberger’s algorithm for finding a Groebner basis, which results in the final residuals. In Comtet-Varga et al. (1999), a similar approach has been applied to induction motors. Other recent results on PMSM make use of different observer-based approaches (Foo et al., 2013; Kommuri et al., 2018).

In general, evaluation of the resulting residuals requires the derivatives of measured input and output quantities. This might be impractical since these derivatives are not directly available and numerical differentiation of noisy measured quantities is impractical.

Therefore, this paper will examine the application of robust exact differentiators, first introduced by Levant (1998, 2003), to the PMSM system in order to obtain a practical residual generator based on the found analytic redundancy relations.

This paper is structured as follows: in Section 2, model-based FDI in general, the parity-space based approach in particular and robust exact differentiators are shortly recapitulated. In Section 3, their combination in order to implement fault detection for polynomial systems is proposed. In Section 4, this combination is applied to the detection of sensor faults of a salient PMSM. For that purpose, suitable analytic redundancy relations are derived based on the standard dynamic model of a PMSM. Finally, the proposed sensor fault detection is demonstrated by means of simulation in Section 5.

2. BACKGROUND

The basic principle of model-based FDI is to compare the expected system behavior (by means of a model) with the actual one. In order to quantify the level of mismatch or discrepancy a set of residual signals is generated. Figure 1 shows the quantitative model-based FDI
approach involving two stages: diagnostic / residual signal generation and decision making or diagnostic classification (Chen et al., 2001). Such a residual signal has to satisfy specific properties given by Definition 1 such that their generation/construction is a non-trivial task especially for nonlinear systems. Many different approaches for residual generation have been proposed that can be divided into three categories: observer-based, parity-space based and parameter estimation/identification based approaches (Frank, 1990).

![Fig. 1. Two stages of quantitative model-based FDI (after Chen et al., 2001)](image)

**Definition 1.** A residual is a signal that is zero when the system under diagnosis is free of faults, and nonzero when particular faults are present in the system. Additionally, a residual must be invariant to any unmeasured and therefore unknown input signals (e.g. disturbances) as their influence is not considered as a fault.

### 2.1 Parity-space based approach for polynomial nonlinear systems

The parity-space approach was first investigated for linear systems by Chow and Willsky (1984) and can be generalized to cover polynomial systems (Kinnnaert, 2003; Isidori et al., 2001). The approach is based on analytic redundancy relations (ARR), which can be used for residual generation and subsequent FDI (Chen et al., 2001).

Consider the class of polynomial multiple-input multiple-output (MIMO) systems

\[
\begin{align*}
\dot{x} &= g(x, u, d, f) \\
y &= h(x, u, d, f)
\end{align*}
\]  

(1a) \hspace{1cm} (1b)

where \( g : \mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^{n_d} \times \mathbb{R}^{n_f} \rightarrow \mathbb{R}^n \) and \( h : \mathbb{R}^n \times \mathbb{R}^p \times \mathbb{R}^{n_d} \times \mathbb{R}^{n_f} \rightarrow \mathbb{R}^q \) are polynomial functions of their arguments, i.e. \( x \) the state vector, \( u \) the vector of known inputs, \( d \) the vector of unknown inputs or disturbances and \( f \) the vector of faults. Further, consider the \( s_j \) successive time derivatives of the \( j \)th output

\[
Y_j^{(s_j)} = H_j(x, U_j^{(s_j)}, D_j^{(s_j)}, F_j^{(s_j)})
\]

(2)

where \( Y_j^{(s_j)} \) is a vector consisting of \( y_j \) and its derivatives up to order \( s_j \). The same notation applies to the measured and unmeasured inputs \( U_j^{(s_j)} \), \( D_j^{(s_j)} \) and faults \( F_j^{(s_j)} \) as well as their derivatives up to order \( s_j \). The concatenation of this equation for all outputs leads to the following system of \( \sum_j (s_j + 1) \) equations

\[
Y = H(x, U^{(s)}, D^{(s)}, F^{(s)})
\]

(3)

where \( s = \max_j s_j \). Since the states \( x \) and the unmeasured inputs \( d \) are not available, they need to be eliminated in order to get analytic redundancy relations that can be used for FDI. Elimination can be performed by finding a Groebner basis using Buchberger’s algorithm (Buchberger, 1985; Cox et al., 1992). Alternatives for computing Groebner bases are \( p \)-adic and modular methods that have been successful in limiting intermediate coefficient growth, which is a prominent challenge of Buchberger’s algorithm (Arnold, 2003). Another constructive method to eliminate variables of a given set of polynomial equations can be found in Ritt’s algorithm (Ritt, 1950), which is also used in nonlinear system identification (Ljung and Glad, 1994).

This elimination results in a set of polynomials (ARR)\(^2\)

\[
P(Y, U, F) = 0
\]

(4)

which can then be decomposed due to their polynomial structure as

\[
P(Y, U, F) = P_f(Y, U) + P_f(Y, U, F) = 0
\]

(5)

where \( P_f(Y, U, F) \) equals zero in faultless operation, if decomposition has been made such that each polynomial of \( P_f(Y, U, F) \) is of degree of at least one with respect to any entry of \( F \). Finally, the resulting polynomials \( P_f(Y, U) \) can be interpreted as the parity / residual signal used for fault detection (to achieve isolation, structured residuals have to be calculated), that is

\[
r(t) = P_f(Y(t), U(t))
\]

(6)

However, the fact that these expressions consist of the derivatives of the measured input and output constitutes the main drawback of this method for residual generation. As it is often the case, in practice, these derivatives are not accessible using numerical differentiation due to measurement noise. This problem becomes worse as the order of derivatives needed increases. Most often it is proposed to generate a filtered version of the residual signal; thereby avoiding the need for the derivatives. Here another method to evaluate (6) for residual generation is used in order to deal with the noise.

### 2.2 Differentiation using robust exact differentiators

In Levant (2003), an arbitrary order differentiator that is exact on a large class of signals and robust with respect to small amounts of noise of any frequency is proposed. In order to estimate the successive derivatives \( x^{(i)}(t) \), \( i = 1, \ldots, n-1 \) of a measured base signal \( x(t) \), it uses a high-order sliding mode observer based on the following signal model \( (x_n = x^{(n-1)}) \)

\[
x = x_1, \; \dot{x}_1 = x_2, \; \dot{x}_2 = x_3 \ldots \; \dot{x}_{n-1} = x^{(n-1)}(t)
\]

(7)

\(^1\) depending on the relative degree of \( u, d \) and \( f \) the maximum order of the derivatives needed might be smaller than \( s \)

\(^2\) for the sake of convenience, the maximum order will be omitted in the following, e.g. \( U^{(s)} = U \)
with a known upper bound for the Lipschitz-constant \( L > 0 \) of its \( n \)-th derivative. The \((n - 1)\)-th order differentiator is then
\[
\hat{x}_i = -k_i [\hat{x}_{i-1} - x_i] + \hat{x}_{i+1}, \quad i = 1, \ldots, n - 1
\]  
\[
\hat{x}_n = -k_n \text{sgn}(\hat{x}_i - x_i)
\]  
where \([x]^p = [x]^p \text{sgn}(x)\). To guarantee finite-time exact convergence in the absence of noise, \(k_1, \ldots, k_n\) need to be chosen with respect to \(k\), as shown by Levant (2003). In applications requiring a wide range of operation, it may be necessary for \(L\) to be very large resulting in high observer gains. In the presence of considerable measurement noise, this degrades the performance of the differentiator. To tackle this problem, filtering differentiators which are capable of both rejecting large noise and exactly differentiating smooth signals have been proposed recently (Levant and Livne, 2019). Another extension given by variable gain exact differentiators (Levant, 2006, 2014) deals with the case where the \(n\)-th derivative is not uniformly bounded, but its bound is given by a time-varying function. Although other variants exist, the approach chosen in the paper was selected due to its simplicity.

3. PROPOSED RESIDUAL GENERATION

Robust exact differentiators as presented before can be used to generate all needed derivatives in the ARR (see Equation (6)) to give an exact, robust and nonlinear filtered residual signal. Figure 2 shows the proposed residual generator

\[
\begin{align*}
\hat{U}_1(t) & \quad \text{with } x = u_1, n \leq s + 1 \\
\hat{U}_p(t) & \quad \text{with } x = u_p, n \leq s + 1 \\
\hat{Y}_1(t) & \quad \text{with } x = y_1, n = s_1 + 1 \\
\hat{Y}_q(t) & \quad \text{with } x = y_q, n = s_1 + 1 \\
\end{align*}
\]

Fig. 2. Schematic of the proposed residual generator using robust exact differentiators for ARR evaluation

where \(\hat{U}_1, \ldots, \hat{U}_p\) are the estimates of every input and their needed derivatives and \(\hat{Y}_1, \ldots, \hat{Y}_p\) are the estimates of every output and their needed derivatives for evaluation of (6). Instead of using the unavailable derivatives for the evaluation of the ARR, estimates provided by multiple robust exact differentiators are used. Therefore, for each input signal a robust exact differentiator of order \(n \leq s + 1\) (depending on the minimal relative degree of the input w.r.t. to each output) and for each output signal of order \(n = s_1 + 1\) is needed.

4. SENSOR FAULT DETECTION AND ISOLATION FOR PMSM

Given the importance of PMSM in industry, background information about PMSM will be provided in this section.

Then the proposed method will be applied to the PMSM system.

4.1 Permanent Magnet Synchronous Machines (PMSM)

All AC phase currents and voltages of three-phase synchronous machines are usually expressed in a rotor-fixed (rotating) coordinate system (the \(d/q\)-frame) using the Clarke and Park transformation. Figure 3 shows a rotating motor with angular position \(\varphi\) and the resulting projection of a sample stator current vector \(i_s\) onto the axes of the rotor-fixed \(d/q\)-frame.

Using these transformations, the electrical dynamics of the PMSM is commonly described as (Schröder, 1995)
\[
\begin{align*}
L_d \frac{d}{dt} i_d &= -R_i d + p \omega L_q i_q + u_d \\
L_q \frac{d}{dt} i_q &= -R_i q - p \omega L_d i_d - p \omega \Psi + u_q
\end{align*}
\]
where \(i_d, i_q\) and \(u_d, u_q\) represent the direct (in-phase) and quadrature components of the motor currents and voltages expressed in rotor-fixed coordinates and \(\omega\) the angular velocity of the rotor. The strictly positive parameters \(L_d, L_q, R, \Psi\) and \(p\) respectively the direct/quadrature inductivity, phase resistance, flux linkage of the permanent magnet and the number of pole pairs. In general, for a salient motor the direct component of the inductivity is smaller than the quadrature component, i.e. \(L_d < L_q\).

The rotor shaft dynamics are determined using Newton’s second law of motion as
\[
J \frac{d\omega}{dt} = -d\omega + \tau_m + \tau_d
\]
while the torque produced by the PMSM equals \(\tau_m = \frac{1}{2} \left( \Psi + (L_d - L_q) i_d \right) i_q\). The parameters \(J\) and \(d\) are the rotor’s moment of inertia and the viscous friction coefficient. The term \(\tau_d\) represents any additional torque applied to the rotor shaft, e.g. the load torque. The state vector is composed of the motor’s \(d/q\)-currents and the angular speed \(x = [i_d, i_q, \omega]^\top\).

Considering additive sensor faults \(f_d, f_q, f_\omega\), the output equations \(y = [y_d, y_q, y_\omega]^\top\) are given by
\[
y_d = i_d + f_d \quad y_q = i_q + f_q \quad y_\omega = \omega + f_\omega
\]

Remark. It is important to note that \(i_d\) and \(i_q\) are only computational quantities after Clarke and Park transformation of measured phase currents. A constant phase cur-
rent sensor fault will result in a combined sensor fault in \( f_d \) and \( f_q \) depending on the angular position of the motor.

4.2 Residual generation

Taking the derivative of the output Equation (11) and substitution of the dynamic Equations (9) and (10) gives

\[
\begin{align*}
L_d\dot{y}_d &= -Ri_d + p_dL_qi_q + ud + L_d\dot{d}d \\
L_q\dot{y}_q &= -Ri_q - p_dL_di_d - p_d\Psi + u_q + L_q\dot{f}_q \\
J\dot{\omega} &= -\omega + J\dot{\omega} + \tau_d + \frac{3p_d}{2}(\Psi + (L_d - L_q)i_d)i_q 
\end{align*}
\]

(12a) (12b) (12c)

Together with the output equations they constitute a set of 6 equations. Following the procedure from Subsection 2.1, elimination of the unknown states \( i_d, i_q, \omega \) can be achieved by simply substituting the output equations. To eliminate the unmeasured input \( \tau_d \), the approach of finding a Groebner basis using the Buchberger’s algorithm (Buchberger, 1985; Cox et al., 1992) for a set of polynomial equations is used as in Guernez et al. (1997). The symbolic computations have been performed using SymPy, a library for the programming language Python for symbolic computations. The derived set of polynomial expressions according to Equation (4) is given in Appendix A.

The next step is to decompose this Equation (4) into \( P_r \) and \( P_i \), where \( P_i \) contains all terms depending on the faults \( f_d, f_q, f_w \) and their derivatives. This guarantees that \( P_i \) equals zero in the faultless case, i.e. \( f_d, f_q, f_w \equiv 0 \). Finally, the residual signal needed for fault detection \( P_f(y_d, y_q, y_i, y_w, u_d, u_q) = [r_1, r_2, r_3]^T \) is given by

\[
\begin{align*}
r_1 &= + L_d^2\dot{y}_d y_d + L_d \Psi \dot{y}_d + L_d R\dot{q}_d^2 - L_d u_d y_d \\
&+ L_q^2\dot{y}_q y_q + L_q R\dot{q}_q^2 - L_q u_q y_q + \Psi R\dot{q}_d - \Psi u_d \\
r_2 &= - L_d L_q p_d^2 y_d y_q^2 - L_d R\dot{q}_d - L_d^2 \dot{y}_q y_w \\
&- L_q \Psi p_d^2 y_q^2 + L_q p_u q_u y_w - R^2 y_d + R u_d \\
r_3 &= + L_d L_q p_q^2 y_q y_d^2 - L_d L_q p_q^2 y_q^2 - L_d p_d u_d y_w \\
&- L_q R\dot{q}_q - \Psi R p_u y_w - R^2 y_d + R u_d 
\end{align*}
\]

(13a) (13b) (13c)

As explained in Section 2, a robust exact differentiator can be used to estimate the derivatives of the system’s outputs \( y_d \) and \( y_q \) needed for the residual signals in Equation (13). Since only first-order derivatives are needed, the estimator reduces to a classical super-twisting sliding mode (second order) observer as introduced by Levant (1998)

\[
\begin{align*}
\dot{x} &= -k_1[\dot{x} - x]^{1/2} \text{sgn}(\dot{x} - x) + v \\
v &= -k_2 \text{sgn}(\dot{x} - x) 
\end{align*}
\]

(14a) (14b)

As proposed, these estimates of the derivatives of the system’s outputs \( y_d \) and \( y_q \) are used to evaluate the ARR of the PMSM given by Equation (13) so as to complete the residual generator design.

4.3 Residual evaluation and decision making

In real application, the residual signal will always deviate from zero due to measurement noise and modeling errors. Therefore, in terms of residual evaluation, the simplest method is to introduce a threshold below which the residual is considered to be inactive. Such a threshold might be determined by conducting simulations with noisy measurements and/or actual plant measurements.

Since the diagnosis system should not only detect faults but also isolate them, the influence of individual faults on the residual signal needs to be studied. Further inspections of Equation (A.1) for the case of constant faults shows the influence of individual faults on the residual signals as shown in Table 1. For example, assume that residuals \( r_1 \) and \( r_3 \) are active (i.e. above the relevant threshold) while \( r_2 \) is inactive. Then the second column of Table 1 tells us that fault \( f_q \) must have occurred. It is clear that only individually occurring faults can be isolated. As soon as two or more faults occur, they cannot be distinguished by residual evaluation using the proposed residuals. Unfortunately, as it was stated in the last remark, a phase current sensor fault results in a combined sensor fault in \( f_d \) and \( f_q \). As all three residuals are active in such a case, this cannot be distinguished from an additional speed sensor fault occurring. Therefore, if all three residuals are active, one cannot decide whether it is a phase current sensor fault only or also an additional speed sensor fault.

Table 1. Effect of faults on each individual residual signal (coding table)

<table>
<thead>
<tr>
<th>( f_d )</th>
<th>( f_q )</th>
<th>( f_w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 )</td>
<td>( x )</td>
<td>( x )</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>( x )</td>
<td>( x )</td>
</tr>
<tr>
<td>( r_3 )</td>
<td>( x )</td>
<td>( x )</td>
</tr>
</tbody>
</table>

5. SIMULATION STUDIES

The proposed FDI method is simulated for a speed controlled salient PMSM with parameters given in Table 2. The control strategy follows a classical field-orientated vector control law with current set points chosen according to the motor’s maximum-torque-per-amperes (MTPA) curve.

The control and FDI algorithms are simulated to run at a fixed sampling rate of \( T_s = 0.1 \text{ ms} \) while the plant is modeled continuously and numerically solved using the Dormand-Prince method (ode45) with variable step size. The gains of the robust exact differentiators used to estimate the derivatives of \( y_d \) and \( y_q \) have been set to \( k_1 = 50 \), \( k_2 = 75 \). For this simulation study, it is assumed that the speed can be measured and does not need to be estimated based on position measurements. Gaussian white noise with standard deviations \( \sigma_i = 0.5 \text{ A} \) and \( \sigma_\omega = 1.5 \text{ rpm} (\text{min}^{-1}) \) is added to the \( d/q \)-current and speed sensors. At the beginning of the simulation, the motor is accelerated to a target speed of 1800 rpm (\text{min}^{-1}). At \( t = 2 \text{ s} \), an external load torque of 0.5 N m is applied to the PMSM.

Table 2. Parameters of PMSM

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>phase resistance</td>
<td>9.25 mH</td>
</tr>
<tr>
<td>d-axis inductance</td>
<td>0.895 μH</td>
</tr>
<tr>
<td>q-axis inductance</td>
<td>1.044 μH</td>
</tr>
<tr>
<td>flux linkage</td>
<td>4.8751 mWb</td>
</tr>
<tr>
<td>pole pairs</td>
<td>5</td>
</tr>
<tr>
<td>rotor inertia</td>
<td>0.0113 N m rad^{-1}</td>
</tr>
</tbody>
</table>
the motor such that about 45 A phase current is required in steady state. During the interval $t = [4, 5]s$, sensor fault $f_q = 4A$ is active; and $t = [6, 7]s$, sensor fault $f_\omega = 250$ rpm ($\text{min}^{-1}$) is active.

Figure 4 shows the simulation results. Until $t = 4s$ the residuals are close to zero and only the effect of measurement noise can be observed. Note that the load change at $t = 2s$ has no influence on the residuals, as expected. Introduction of a suitable threshold for each residual (above measurement noise and modeling error band and below active fault output) allows the following residual evaluation and decision to be made based on the effects of the faults on each residual (see Table 1)

- for $t = [4, 5]s$: $\mathcal{R} = \{r_1, r_2\} \rightarrow f_d$ detected
- for $t = [5, 6]s$: $\mathcal{R} = \{r_1, r_3\} \rightarrow f_q$ detected
- for $t = [6, 7]s$: $\mathcal{R} = \{r_2, r_3\} \rightarrow f_\omega$ detected

with $\mathcal{R} = \{r_i \mid i \in \{1, 2, 3\} : r_i \text{ active}\}$ being the set of active residuals.

Fig. 4. Residual signals during motor run and sensor faults

The transient behavior of $r_3$ in case of a speed sensor fault $f_\omega$ needs to be highlighted at this point. The reason for this can be found in the last line of Equation (A.1c), where the influence of $f_\omega$ on the third ARR depends on the speed output $y_\omega$. Since the simulated PMSM is speed controlled, the controller slowly compensates for the output disturbance resulting in transient behavior of the angular velocity which can be seen in the third residual. Apart from that, the residual signals react immediately to the fault actions due to the use of robust exact differentiators. This enables fast fault detection and reaction.

6. CONCLUSION AND FUTURE WORK

This paper has presented the design of a residual generator for sensor fault detection of PMSM. The main contribution is to combine ARR evaluation based on the parity-space based approach with robust exact differentiators in order to derive an exact, robust and nonlinear filtered residual signal. This result has been applied to a model of a PMSM. For this purpose three analytic redundancy relations, which are robust against unknown load torques, have been obtained by elimination according to Buchberger’s algorithm for finding a Groebner basis of polynomials. Simulation results show that speed and current sensor faults can be detected. A weakness of the proposed approach is that it cannot distinguish between the cases of phase current sensor faults only and an additional speed sensor fault, since both cases have the same residual signature. However, in both cases, the current measurements are defective, which normally makes the control of the PMSM unsafe and uneconomic.

As next step, the proposed method is to be applied to an actual PMSM in order to evaluate its performance under real conditions. Furthermore, since, in real applications, measurements are normally provided by phase current sensors and position sensors, the influence of faults on these measurements needs to be investigated.
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