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Abstract: Reinforcement learning (RL) in the context of control systems offers wide possibilities
of controller adaptation. Given an infinite-horizon cost function, the so-called critic of RL
approximates it with a neural net and sends this information to the controller (called “actor”).
However, the issue of closed-loop stability under an RL-method is still not fully addressed. Since
the critic delivers merely an approximation to the value function of the corresponding infinite-
horizon problem, no guarantee can be given in general as to whether the actor’s actions stabilize
the system. Different approaches to this issue exist. The current work offers a particular one,
which, starting with a (not necessarily smooth) control Lyapunov function (CLF), derives an
online RL-scheme in such a way that practical semi-global stability property of the closed-loop
can be established. The approach logically continues the work of the authors on parameterized
controllers and Lyapunov-like constraints for RL, whereas the CLF now appears merely in one
of the constraints of the control scheme. The analysis of the closed-loop behavior is done in a
sample-and-hold (SH) manner thus offering a certain insight into the digital realization. The
case study with a non-holonomic integrator shows the capabilities of the derived method to
optimize the given cost function compared to a nominal stabilizing controller.
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1. INTRODUCTION

Consider a general nonlinear dynamical system

ẋ = f(x, u), (1)

where x ∈ Rn is the state, u ∈ Rm is the input, f : Rn ×
Rm → Rn is the dynamics model. Further, consider the
following infinite-horizon (IH) cost function:

J [κ](x0) :=

∞∫
0

ρ(x(t), κ(x(t))) dt, x(0) = x0, (2)

where ρ : Rn×Rm → R≥0 denotes the reward function and
κ : Rn → Rm is a control policy. The function J∗(x0) :=
minκ J [κ](x0),∀x0 is called the value function. By the
Bellman’s optimality principle, it satisfies the Hamilton-
Bellman-Jacobi equation:

J̇∗(x) + min
u
{∇J∗f(x, u) + ρ(x, u)} = 0,∀x. (3)

Dynamic programming (DP) takes (3) as the basis, dis-
cretized (in a compact domain of) the state space, and
computes and approximation to J∗ in an iterative man-
ner (Liu and Wei, 2014; Wei et al., 2016). The curse
of dimensionality is what prevents application of DP in
the dynamical context. One particular way to overcome
this issue is to use parameterized function approximators
Ĵ(x, θ) = 〈θ, ϕ(x)〉 with a finite number of parameters, e.g.
neural nets. Here, θ is the hidden layer weight vector and ϕ
is the activation function of the net. Thus, the iterations
are performed over the parameters θ. Roughly, the idea
reads:

Step 1: θnew := min
θ
{ρ+ ∆Ĵ} (Critic),

Step 2: unew := min
u
{ρ+ Ĵ} (Actor),

(4)

where ρ+∆Ĵ represents the Bellman error , i. e., a metric,
which describes the goodness of Ĵ as an approximation to
J∗ based on the HJB. There is a variety of RL methods,
thus it is virtually impossible to comprehensively overview
them (the reader may refer, e. g., to Bertsekas, 2017;
Sutton and Barto, 2018; Recht, 2019). However, it is
worthwhile to categorize some in terms of how they tackle
the issue of closed-loop stability, since direct application
of (4) does not necessarily give any guarantees.

There are methods that: (a) are heavily based on DP
principles (Heydari, 2014; Wei et al., 2016), (b) concen-
trate solely on neural net weight learning (Sokolov et al.,
2015; Zhang et al., 2011; Mu et al., 2017), (c) start with
sufficiently good initial data (Jiang and Jiang, 2015; Gao
and Jiang, 2017), (d) restrict to linear systems (Bian
and Jiang, 2016; Gao and Jiang, 2016). The first cate-
gory entails iterations over (a subset) of the state space,
(b) require long off-line learning phases and do not take
into account closed-loop stability, (c) puts the burden
of fine initialization onto the user. In general, there is
oftentimes a dilemma: RL pursues optimality of DP, but
often lacks stability guarantees, whereas some nominal
stabilizing controller is not concerned about optimality in
the sense of minimizing (2). The relations between optimal
and stabilizing controllers were well described in (Primbs
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et al., 1999). It seems a certain trade-off is required to
tackle optimality and closed-loop stability simultaneously.

The contribution of the current work is to offer an
RL-method which does address closed-loop stability. It is
based on an initial stabilizability information, specifically,
in the form of a (not necessarily smooth) CLF. The
justification of such an assumption is as follows. Every
existing RL approach requires at least stabilizability of
the system. Stabilizability implies in turn existence of a
CLF by a converse result. It is suggested to constrain the
RL-method accordingly. Similar philosophy was pursued in
the previous work of the authors (Beckenbach et al., 2018;
Göhrt et al., 2019). However, the current work greatly
generalizes the previous derivations. First, the assumed
CLF needs not to be smooth, as it is in the general
case (Clarke et al., 1997). Secondly, state convergence
shown in this work is provided in the sense of practical
stabilizability instead of just ultimate boundedness used
some literature (see, e. g., Vamvoudakis and Lewis, 2010).
The new algorithm is thus suggested in a sample-and-hold
setting (SH) which gives insight into the digital realization.
In particular, the actor and critic are now merged, and the
“actor-critic” optimization is performed at discrete time
samples. Roughly, the method reads:

(unew, wnew) := min
(u,w)

J(x, u, w) (Actor-Critic),

s. t. ∆inter-sampleĴ < 0 (Constraints),

∆sample-to-sampleĴ < 0

(5)

where J is a cost function related to the Bellman error.
Notice here the requirement of inter-sample and sample-to-
sample decay of the critic Ĵ . The actual algorithm, which
is presented in Section 3, does not pose the constraints
so literally – there are certain relaxation terms. The case
study with a non-holonomic integrator demonstrates the
worthiness of (5) in Section 4.

Notation. A closed ball of radius R > 0 centered at the
origin is denoted BR. A continuous function α : [0, a) →
[0,∞) is said to belong to class K, if it is strictly increasing
and α(0) = 0. It is said to belong to K∞ if a = ∞ and
α(r)→∞ as r →∞.

2. PRELIMINARIES

As mentioned above, the suggested RL-method will be
considered in a SH setting. Such a setting means applying
constant controls throughout sampling periods of some
time δ > 0, in which the system is governed by

ẋ = f(x, uk), x(0),

t ∈ [kδ, (k + 1)δ), uk = κ(x(kδ)), k ∈ N0,
(6)

where uk ∈ U ⊂ Rm are input constraints. It is assumed
that the dynamics model f is locally Lipschitz in x for
any u ∈ U. In the following denote x(kδ) =: xk. For any
k ∈ N0 and δ > 0, the state xuk(t) at t ≥ kδ under uk is
defined as

xuk(t) := xk +

∫ t

kδ

f(x(τ), uk) dτ. (7)

For t = (k + 1)δ, denote xuk

k+1 := xuk((k + 1)δ). The
corresponding trajectory of (6) under the SH-mode input
will also be called SH-trajectory. Consider the following
standard

Definition 1. A control policy κ(·) is said to practically
semi-globally stabilize (1) if, given 0 < r < R < ∞, there
exists a δ̄ > 0 s. t. any SH-trajectory x(t) with a sampling
time δ ≤ δ̄, starting in BR is bounded, enters Br after
a time T , which depends uniformly on R, r, and remains
there for all t ≥ T .

In the following, for brevity, the wording “semi-globally”
is omitted. In the light of Definition 1, the balls BR and
Br are denoted the starting and target ball, respectively.
Recall further the following

Definition 2. For a locally Lipschitz function V : Rn → R
and a v ∈ Rn, the generalized lower directional derivative
(GLDD) of V in the direction of v at x is defined as (Sontag
and Sussmann, 1995)

DvV (x) := lim inf
τ→0+

1

τ
(V (x+ τv)− V (x)) . (8)

The following is a stabilizability assumption:

Assumption 1. There exists a locally Lipschitz continuous,
positive-definite function V : Rn → R≥0, a continuous
positive definite function w : Rn → R≥0 and α1,2 ∈ K∞
s. t. for any compact X ⊂ Rn, there exists a compact set
UX ⊆ U and it holds that, for any x ∈ X,

i) V has a decay rate satisfying

inf
u∈UX

Df(x,u)V (x) ≤ −w(x), (9)

ii) α1(‖x‖) ≤ V (x) ≤ α2(‖x‖),

The pair (V,w) is also referred to as a CLF-pair.

Remark 1. Under the existence of a CLF as per Assump-
tion 1, practical stabilization in the sense of SH can be
realized as follows: given a CLF-pair (V,w) and balls with
radii 0 < r < R < ∞, there exists a δ̄ > 0 s. t. for
any 0 < δ ≤ δ̄, there is a (possibly discontinuous) map
µ : Rn → U s. t. the SH-trajectory of (6) with the sampling
period δ satisfies:

V
(
x
µ(xk)
k+1

)
− V (xk) ≤ −δ

2
w(xk). (10)

There are various methods of deriving a SH realization
of µ (refer, e. g., to Clarke et al. (1997); Braun et al.
(2017)). The meaning of the last displayed inter-sample
decay condition is that, using (9), one may calculate such
control actions µ(xk) at the sampling nodes, that at least
half the decay is retained (the relaxation comes from the
inter-sample behavior).

Now, address the actor-critic setup of the paper. First, the
critic

Ĵ : Rn × Rp → R≥0 : (x, θ) 7→ 〈θ, ϕ(x)〉, (11)

can be regarded as a neural net, consisting of the hidden
layer weights θ ∈ Rp and a locally Lipschitz continuous
activation function ϕ : Rn → Rp. On one hand, given Ĵ , it
holds that on any compact X ⊂ Rn, Ĵ(x, θ) ≤ ‖θ‖Lϕ‖x‖,
where Lϕ is the corresponding local Lipschitz constant on
X. On the other hand, let the activation function satisfy
the following condition: there exists l ∈ K s. t. for any
x ∈ Rn and θ ∈ Rp, it holds that 〈θ, ϕ(x)〉 ≥ l(‖x‖) · ‖θ‖.
Let the following assumption on the activation function of
(11) and the CLF V as per Assumption 1 hold:
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Assumption 2. There exists θ# ∈ Rp s. t.V (x) = Ĵ(x, θ#),
for all x ∈ Rn.

Assumption 2 states that the structure of ϕ, which is a
designer’s choice, be “rich” enough to structurally capture
V , which is known. It will be used in this form in the
algorithm analysis of Section 3. Analogous structural as-
sumptions can be found in, e. g., (Richards et al., 2018) to
match desired properties of the parametric approximant.
However, in principle, it may be relaxed to approximate
structure matching without essential changes to the forth-
coming analyses, and so is omitted for simplicity and
brevity.

The actor-critic routine is suggested as follows. Given
0 < r < R, consider the following optimization problem
AC(xk;R, r) at the state xk, k ∈ N0, assuming x(0) ∈ BR:

min
(u,θ)∈U×Θ

J(xk, u, θ) (A-C-Obj)

s. t. Ĵ(xk, θ) ≤ Ĵ(xk, θk−1) + ε1 (C1)

V (x̂k+1) ≤ Ĵ(x̂uk+1, θ) + ε2 (C2)

Ĵ(x̂uk+1, θ)− Ĵ(xk, θ) ≤ −
δ

2
w(xk) + ε3 (C3)

q1(‖xk‖) ≤ Ĵ(xk, θ) ≤ q2(‖xk‖). (C4)

Here, the cost function is J : Rn×U×Rp → R, ε1,2,3 ≥ 0,
q1,2 ∈ K∞,Θ ⊂ Rp will be described down below, and
x̂uk+1 is the state prediction at t = kδ which is done via

x̂uk+1 = xk + δf(xk, u), (13)

although other prediction schemes are possible. It is due to
this state “prediction” that AC(xk;R, r) incorporates re-
laxation terms ε1,2,3. In (A-C-Obj), the objective function
J is set so as to minimize the (squared) Bellman error:

J =
(
ρ(xk, u) + Ĵ(x̂uk+1, θk−1)− Ĵ(xk, θ)

)2

. (14)

Once the system’s state xk is in Br∗ ⊂ Br for some r∗ ≤ r,
which is referred to as the core ball, the setting of (uk, θk) is
arbitrary. This is dictated by the fact that the optimization
problem may become infeasible in a small vicinity of the
origin due to the SH behavior. Nor is one interested in
what happens there as far as SH-setting is concerned.
Various variables in AC(xk;R, r) as well as the dependence
of the core ball size r∗ = r∗(R, r) on the starting and
target balls is now described. First, regarding the positive-
definiteness property of Ĵ as in (C4), construct q1,2 by

specifying bounds on the weight norm as follows. Let θ, θ
be s. t. θ ≤ ‖θ#‖ ≤ θ (see Assumption 2) and define

Θ := {θ ∈ Rp : θ ≤ ‖θ‖ ≤ θ}, q1(‖x‖) := l(‖x‖) · θ. (15)

Next, set

J̄ := sup
x∈BR,θ∈Θ

Ĵ(x, θ).

Fix an ηR > 0 and specify R∗ > R s. t. q1(R∗) ≥ J̄ + ηR.
Provided with R∗, let Lϕ > 0 be the local Lipschitz
constant of ϕ on BR∗ and define

q2(‖x‖) := θLϕ‖x‖. (16)

Furthermore, let v∗ = q1(r) and r∗ = q−1
2 ( v

∗

2 ) (the latter
exists since q2 is strictly increasing), which also implies
r∗ ≤ r. At this point, note that for any θ ∈ Θ,

q1(‖x‖) ≤ Ĵ(x, θ) ≤ v∗ ⇒ ‖x‖ ≤ r

and also
v∗

2
≤ Ĵ(x, θ) ≤ q2(‖x‖) ⇒ ‖x‖ ≥ r∗,

which relate the value of Ĵ to the facts that x ∈ Br or
x 6∈ Br∗(R,r), respectively. It can be seen that, among other
factors to be detailed later, the bounding functions q1,2

contribute to the radius of the target ball.

Finally, call an actor-critic sequence (uk, θk)k∈N0
admissi-

ble if, for any k ∈ N0, (C1)–(C4) are satisfied along the
SH-trajectory of (6) as long as xk 6∈ Br∗(R,r). A single
element of an actor-critic sequence will be called an actor-
critic tuple. The following section is devoted to the analysis
of the above optimization problem.

3. MAIN RESULTS

The following result presents necessary conditions under
which AC(xk;R, r), 0 < r < R yields a practically stabi-
lizing control algorithm.

Theorem 2. Consider the control system (1) in the SH-
mode (6) under the optimization AC(xk;R, r). Let q1,2

be according to (15) and (16), and δ̄ be defined as per
Remark 1 for the radii 0 < r∗ < R∗. Assume that there
exists an admissible actor-critic sequence (uk, θk)k∈N0

for

AC(xk;R, r) along SH-trajectories of (6) with a sampling
period 0 < δ < δ̄, and under some ε1,2,3 ≥ 0. Then, there
exist 0 < δ̄0 ≤ δ̄, ε̄1,3 > 0 with the following property:
if the sampling period δ > 0 satisfies δ ≤ δ̄0 and ε1 ≤
ε̄1, ε3 ≤ ε̄3, then the control action sequence uk, k ∈ N0 of
the actor-critic sequence (uk, θk)k∈N0

practically stabilizes

the origin of (1).

Proof. First, let Lf be the Lipschitz constant of f on BR∗

and define

f̄ := sup
x∈BR∗
u∈U

f(x, u).

Now, let (uk, θk)k∈N0
be an admissible actor-critic se-

quence. Consider (C1) at time k + 1:

Ĵ(xuk

k+1, θk+1) ≤ Ĵ(xuk

k+1, θk) + ε1,

where xuk

k+1 is the state after applying uk at time t = kδ.
Using the fact that∥∥xuk+1 − x̂uk+1

∥∥ ≤ ∥∥∥∥∥
∫ (k+1)δ

kδ

f(x(τ), u) dτ − f(xk, u)δ

∥∥∥∥∥
≤

∥∥∥∥∥
∫ (k+1)δ

kδ

f(x(τ), u)− f(xk, u) dτ

∥∥∥∥∥
≤
∫ (k+1)δ

kδ

‖f(x(τ), u)− f(xk, u)‖ dτ

≤
∫ (k+1)δ

kδ

Lf f̄ δ dτ = Lf f̄ δ
2

for any k ∈ N0, u ∈ U and δ > 0, it holds that

Ĵ(xuk

k+1, θk) ≤ Ĵ(x̂uk

k+1, θk) + Lϕ‖θk‖
∥∥xuk+1 − x̂uk+1

∥∥
≤ Ĵ(x̂uk

k+1, θk) + θ̄LϕLf f̄ δ
2,

(17)

for any θk ∈ Θ. Substituting this into (C1) at k + 1 gives

Ĵ(xuk

k+1, θk+1) ≤ Ĵ(x̂uk

k+1, θk) + θLϕLf f̄ δ
2 + ε1
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and further subtracting Ĵ(xk, θk) thereof yields, using
(C3),

Ĵ(xuk

k+1, θk+1)− Ĵ(xk, θk)

≤ −δ
2
w(xk) + θ̄LϕLf f̄ δ

2 + ε1 + ε3,
(18)

for any k ∈ N0.

In the following it is checked whether any trajectory that
starts inside the starting ball x(0) ∈ BR is confined to BR∗

and converges to Br. Let Ĵ(x0, θ0) ≤ J̄ , for any x(0) ∈ BR
and θ0 ∈ Θ. Observe that

Ĵ(xuk(t), θk) ≤ Ĵ(χ, θk) + θLϕLf f̄ δ
2. (19)

for either χ = xk or χ = xuk

k+1. Using (17) on the right-

hand side above and subtracting Ĵ(xk, wk) on both sides,
it holds that

Ĵ(xuk(t), θk)− Ĵ(xk, θk)

≤ Ĵ(x̂uk

k+1, θk)− Ĵ(xk, θk) + 2θLϕLf f̄ δ
2,

and furthermore, since the actor-critic tuple (uk, θk) sat-
isfies (C3),

Ĵ(xuk(t), θk) ≤ Ĵ(xk, θk)−δ
2
w(xk) + 2θLϕLf f̄ δ

2 + ε3︸ ︷︷ ︸
=:∆k(δ)

.

(20)

Then, under consideration of (19) at k = 0, δ need to
satisfy θLϕLf f̄ δ

2 ≤ ηR as then

Ĵ(x0, θ0) + θLϕLf f̄ δ
2 ≤ J̄ + θLϕLf f̄ δ

2 ≤ q1(R∗),

from which Ĵ(xu0(t), θ0) ≤ q1(R∗) and thus ‖x(t)‖ ≤ R∗,

t ∈ [0, δ), follows. However, Ĵ(xuk(t), θk) can be upper
bounded more strictly as in (20), for any k ∈ N0, from
which the same conclusion follows if δ is s. t. ∆0(δ) ≤ ηR.
Then, for all subsequent time steps k ∈ N0, boundedness of
the SH-trajectory as ‖x(t)‖ ≤ R∗, t ∈ [kδ, (k+1)δ), follows

if the value of Ĵ is non-increasing sample-wise, which is
shown henceforth. Define now the minimal decay rate as

w̄ = inf
r∗≤‖x‖≤R∗

w(x)

2
,

by which ∆k(δ) = ∆(δ) can be made independent of the
current state. In the following, it is shown that the right-
hand side of (18) is strictly negative for any k ∈ N0 until

Ĵ(xk, θk) ≤ v∗, i. e., that Ĵ decays to some limit sample-

wise. Suppose that Ĵ(xk, θk) ≥ v∗

2 : Under the minimal
decay w̄, (18) reads as

Ĵ(xuk

k+1, θk+1)− Ĵ(xk, θk)

≤ −δw̄ + θLϕLf f̄ δ
2 + ε1 + ε3.

(21)

Assume, that the right-hand side indeed is strictly nega-
tive, i. e., Ĵ(xuk

k+1, θk+1) < Ĵ(xk, θk). Then, at some time
step k ∈ N, the state enters the target ball Br and fur-
thermore reaches v∗

2 ≤ Ĵ(xk, θk) ≤ 3v∗

4 . Note that, by the
Lipschitz property of the activation function,

‖x− y‖ ≤ 1

θLϕ
ηr ⇒ |Ĵ(x, θk)− Ĵ(y, θk)| ≤ ηr

for any ηr > 0 and θk ∈ Θ. Therefore, for ‖xuk(t)− xk‖ ≤
1

θLϕ
ηr, it holds that

Ĵ(xuk(t), θk) ≤ Ĵ(xk, θk) + ηr ≤
3v∗

4
+ ηr.

This means, that Ĵ(xuk(t), θk) ≤ v∗ and thus ‖x(t)‖ ≤ r,

t ∈ [kδ, (k + 1)δ), if δ satisfies Lf f̄ δ ≤ 1

θLϕ

v∗

4 . Therefore,

choosing

δ̄0 ≤ max
0<δ≤δ̄

{
δ
∣∣ θLϕLf f̄ δ ≤ v∗

4
, θLϕLf f̄ δ

2 ≤ w̄

10
δ

}
(22)

and setting ε̄1 := w̄
2 δ and ε̄3 := 3w̄

10 δ, it follows that x(t) ∈
BR∗ due to (20), i. e., all SH-trajectories are bounded, and
for xk ∈ BR∗ \ Br∗ ,

Ĵ(xuk

k+1, θk+1)− Ĵ(xk, θk) ≤ − w̄
10
δ.

for any 0 < δ ≤ δ̄0. In (22), δ̄ represents a sampling time
bound for V to have sample-wise decay on BR∗ \ Br∗ (this
will be made use of in Theorem 4).

Thus, it can be concluded that there exist a sampling time
bound and relaxation terms of the actor-critic optimiza-
tion problem s. t. (1) be practically stabilized in the SH-
sense (6). The reaching time for the state to enter the
target ball Br can be determined in a uniform way from
the decay rate and the value of Ĵ (see, e. g., Clarke et al.,
1997; Osinenko et al., 2018). 2

Remark 3. Observe that the sampling time bounds are
lower for higher θ, which in turn is user-defined. More
specifically, in (15), θ, θ are design factors that influence
the relation between the sampling time and the overshoot
as well as the core ball, chosen s. t. θ# ∈ Θ.

While the previous result states that the system can be
practically stabilized if the sampling time as well as the re-
laxation terms are chosen sufficiently small, it needs to be
shown that indeed for all times k ∈ N0, there exists an ad-
missible actor-critic sequence (uk, θk)k∈N0

satisfying (C2)-
(C4). For that matter, recall that Assumption 1 ensures
the existence of a CLF while Assumption 2 establishes a
structural richness Ĵ to capture V . Therefore, a nominal
stabilizing control policy µ(·) associated with the CLF
V , along with θ#, can guarantee existence of admissible
actor-critic sequences for AC(xk;R, r), as summarized in
the following

Theorem 4. Let Assumption 1-2 hold. Let ε1 ≤ ε̄1, ε3 ≤ ε̄3

in AC(xk;R, r) and 0 < δ ≤ δ̄0, θ ∈ Θ be bounded as per
Theorem 2. Given 0 < r < R, with the corresponding
0 < r∗ < R∗, w̄ > 0, and x(0) ∈ BR, there exists ε1 > 0,
ε̄2 > 0, ε3 > 0, 0 < δ̄1 ≤ δ̄0 s. t. the following holds: if
ε1 ≤ ε1 ≤ ε1, 0 ≤ ε2 ≤ ε̄2, ε3 ≤ ε3 ≤ ε3 and 0 < δ ≤ δ̄1,
then for all times k ∈ N0 where xk 6∈ Br∗ , there exists an
admissible actor-critic tuple giving rise to an admissible
actor-critic sequence (uk, θk)k∈N0 .

Proof. Consider a current state xk ∈ BR∗ \ Br∗ at some
time step k ∈ N0. By Assumption 2, it holds that

i) Ĵ(x
µ(xk)
k+1 , θ#)− Ĵ(xk, θ

#) ≤ −δw(xk)
2 ,

ii) α1(‖xk‖) ≤ Ĵ(xk, θ
#) ≤ α1(‖xk‖),

where i) is attained for 0 < δ ≤ δ̄0 ≤ δ̄ (which was satisfied
by Theorem 2). Given these properties, it needs to be
shown that (C1)-(C4) are well posed to mean that these
constraints are feasible for all times where xk 6∈ Br∗ . From
i), it follows that
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Ĵ(x̂
µ(xk)
k+1 , θ#)− Ĵ(xk, θ

#) ≤− δw(xk)

2
+ ‖θ#‖LϕLf f̄ δ2

≤ − δw̄ +
w̄

10
δ.

Hence, ε3 is lower bounded to be at least ε3 := w̄
10δ, which

results in

ε3 :=
w̄

10
δ ≤ ε3 ≤

3w̄

10
δ =: ε3.

Constraint (C2) is satisfied for any ε2 ≥ 0 due to Assump-
tion 2. Next, note that θk = θ# satisfies (C1) only if the

sum of the value of Ĵ under θk−1 and of ε1 is not less than

the value of V . Observe, however, that Ĵ with θk−1 is lower
bounded due to (C2) as in

V (x̂) ≤ Ĵ(x̂
uk−1

k , θk−1) + ε2,

from which it follows that

V (x̂
uk−1

k ) ≤ Ĵ(x
uk−1

k , θk−1) + ε2 + θLϕLf f̄ δ
2

and thus V (xk) satisfies

V (x
uk−1

k ) ≤ Ĵ(x
uk−1

k , θk−1)

+ ε2 + θLϕLf f̄ δ
2︸ ︷︷ ︸

≤ w̄
10 δ

+LV Lf f̄ δ
2. (23)

Hence it needs to be shown that Ĵ(xk, θ
#) = V (xk) is

feasible in (C1) for ε1 ≤ ε̄1, that arose from the stability
requirements, given the fact that (23) holds. Conversely,
since from (C1)

Ĵ(x
uk−1

k , θ#) ≤ Ĵ(x
uk−1

k , θk−1) + ε1,

ε1 is lower bounded by the second line of (23) as

0 ≤ ε2 +
w̄

10
δ + LV Lf f̄ δ

2 ≤ ε1 ≤ ε1.

Setting

0 ≤ ε2 ≤
w̄

10
δ =: ε2

and constraining the sample time s. t. 0 < δ ≤ δ̄1, in which

δ̄1 ≤ max
0≤δ≤δ̄0

{
δ
∣∣ LV Lf f̄ δ2 ≤ w̄

10
δ
}
,

results in

ε1 :=
3w̄

10
δ ≤ ε1 ≤

w̄

2
δ =: ε1,

under which θk = θ# is admissible for (C1), for any 0 <
δ ≤ δ̄1. Finally, regarding (C4), q1,2 were chosen according

to the specified weight norm bounds θ, θ, which allowed
θ# ∈ Θ. Hence, feasibility of AC(xk;R, r) is shown. 2

Remark 5. Note that Assumption 1-2 are only necessary
in Theorem 4 in order to serve feasibility in Theorem 2.

Remark 6. Due to Assumption 2, the Lipschitz constants
LV and Lϕ are related. They may be comprised to L̄ =
max{LV , Lϕ} in Theorem 4. However, this may lead to a
tighter restriction on the sampling time bounds.

The above results can be summarized in the following

Theorem 7. Consider the control system (1) in the SH-
mode (6) under the actor-critic optimization AC(xk;R, r).
Let Assumption 1–2 hold and let δ̄ be as per Remark 1 for
radii 0 < r∗ < R∗. Then, there exist bounds ε1,2,3, ε̄1,2,3 ≥
0 and 0 < δ̄1 ≤ δ̄ s. t. for any x(0) ∈ BR, there exists
an admissible actor-critic sequence, the action sequence
of which practically stabilizes (1) as per Definition 1, if
εi ≤ εi ≤ εi, i = 1, 2, 3, and 0 < δ ≤ δ̄1.

4. CASE STUDY AND DISCUSSION

In the following, the non-holonomic integrator

(ẋ1, ẋ2, ẋ3)
>

= (u1, u2, x1u2 − x2u1)
>

is to be practically stabilized under the presented ap-
proach. It was shown in, e. g., (Clarke, 2011), that the
function

V (x) = x2
1 + x2

2 + 2x2
3 − 2|x3|

√
x2

1 + x2
2

is a global CLF for the system under the input constraint
u ∈ [−1, 1]2. In the case study, a nominal practically sta-
bilizing control policy is computed via an Inf-convolution
technique discussed in (Clarke et al., 1997; Osinenko et al.,
2018). In the suggested RL-method, the activation func-
tion is set to

ϕ =

(
x2

1, x
2
2, 2x2

3, −2|x3|
√
x2

1 + x2
2

)>
,

so that θ# = (1, 1, 1, 1)
>

. In (2) as well as in (14),
ρ(x, u) = 0.1x>x+ 2u>u. First, the constraints (C1)–(C3)
are relaxed with ε1,2,3 = 5 ·10−8. The sampling time is set
to δ = 0.01 and the radius of the target ball is set to r =
0.1. The trajectory of (1) under the suggested RL-method
in the SH-mode, starting at x(0) = (−2, −1.5, 0.4)> can
be seen in Fig. 1.
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Fig. 1. State trajectory under the RL-method (blue) and
the nominal controller (black) with the corresponding
controls (u1 blue, u2 red). While a similar, oscillatory-
like pattern can be detected in both state trajectories,
that under the RL-method converges slower to the
target. Yet, the action effort u reaches its constraint
boundaries less often compared to the nominal policy.

From Fig. 1 it can be deduced that stabilization occurs un-
der less action effort whilst allowing the state to converge
slower to the target. Certain approaches, e. g., steepest
descent, were observed to lead to a bang-bang control
chattering between the borders of the set U (refer to,
e. g., Braun et al., 2017; Osinenko et al., 2018), whereas
such a behavior could be somewhat alleviated by using
the suggested method. Consider the simulated, quasi-IH
cost

Jsim[(uk)k∈N0 ](x0) =

T−1∑
k=0

∫ (k+1)δ

kδ

ρ(x(t), uk) dt

under a control sequence (uk)k∈N0 , where T is the reaching
time of the ball Br from the starting ball BR withR = 1.75,
i. e., the cost of driving the state from x(0) ∈ BR to Br.
Using fixed x3(0) = 0.4, the cost difference percentage
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Jsim,%(x0) =
Jsim[(uk)actor-critic

k∈N0
](x0)

Jsim[(uk)nominal
k∈N0

](x0)
· 100%

on a (x1(0), x2(0)) ∈ [−1.2, 1.2]2 grid is depicted in Fig. 2.

Fig. 2. Contour of Jsim,%(x0). The contour captures the
compared cost of driving the state from an initial state
in the domain [−1.2, 1.2]2 × 0.4 to a target ball. In
most of the grid, the actor-critic control policy could
reduce the cost by 20− 40%.

It can be seen that the quasi-IH cost under the RL-method
could be improved significantly over a nominal controller.

5. CONCLUSION

This work was concerned with closed-loop stability issues
of RL-methods for dynamical systems. It suggested to use
an initial stabilizability information, specifically, a (non-
smooth) CLF, and to introduce it into the constraints
of the control scheme. Practical semi-global stabilizability
of the closed-loop, resulting from application of the new
method, is analyzed in sample-and-hold manner, which
in turn gives insight into the digital realization. The case
study with a non-holonomic integrator showed the merit
of the new ideas.
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