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Abstract: This work deals with the problem of designing stabilizing event-triggered state-
feedback controllers for rational systems. Using differential algebraic representations and
Lyapunov theory techniques, LMI-based conditions are derived to ensure regional asymptotic
stability of the origin. These conditions are then cast into a convex optimization problem to
the co-design of the event generator parameters and the state-feedback gain in order to reduce
the controller updates while ensuring the asymptotic stability of the origin with respect to a
given set of admissible initial conditions. The proposed methodology is illustrated by means of
a numerical example.
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1. INTRODUCTION

Event-triggered control (ETC) is a control paradigm for
which the feedback data is sampled and/or the control
is updated only when a certain criterion (based on the
system behavior) is verified. As a result, a smaller number
of control updates is typically needed when compared to
the periodic sampling/control updating paradigm (Abdel-
rahim et al., 2015) which in a networked control setup
represents less transmissions across the network, reducing
bandwidth and energy consumption (see, e.g., Heemels
et al. (2012), Abdelrahim et al. (2015) and the references
cited therein).

Basically, two design approaches for event-triggered con-
trol are available in the literature, namely, emulation de-
sign and co-design. The emulation design approach as-
sumes that a stabilizing controller has been designed not
taking into account the event-triggering strategy and then
the event generator is designed in order to guarantee the
closed-loop stability. In contrast, the controller and event
generator are simultaneously designed in the co-design
approach.

? This study was financed in part by the Coordenação de Aper-
feiçoamento de Pessoal de Nı́vel Superior - Brazil (CAPES) - Finance
Code 001 (PROEX, SticAmSud 88881.143275/2017-01); CNPq,
Brazil (grants PQ 307449/2019-0, Univ-422992/2016-0 and PQ-
302690/2018-2); IFSUL, Brazil (Project PD00190519/011); STIC
AMSuD 18-STIC-01, CoDysco2 - France; ANR project HANDY 18-
CE40-0010.

The emulation approach for linear systems is addressed in
various works. For instance, Heemels et al. (2012) presents
the ETC paradigm and also addresses self-triggered con-
trol. In Donkers and Heemels (2012), decentralized trig-
gering mechanisms are considered. Output-feedback and
time-delay techniques are considered in Selivanov and
Fridman (2016). More recently, Cuenca et al. (2019) pro-
posed emulation designed ETC to control unmanned au-
tonomous vehicles modeled as linear systems and Abdel-
rahim et al. (2019) addressed output-based ETC consider-
ing distributed sensors and asynchronous transmission of
their data.

In the context of nonlinear systems, Abdelrahim et al.
(2016) proposes an emulation approach based on a hy-
brid system framework assuming that a global stabilizing
output feedback control law is given a priori. In this
case, a timer is considered to guarantee a minimum inter-
event time and avoid Zeno behavior. PI controllers for
linear plants subject to saturation of the control input are
considered in Moreira et al. (2019a), which also addresses
the co-design case. Emulation approach considering Lure
type systems with sector-bounded nonlinearities in the
inputs are considered in Tarbouriech et al. (2017). Wang
et al. (2018) study the stabilization of perturbed nonlin-
ear systems using output-based periodic event-triggered
controllers (PETC) and a hybrid systems framework in
an emulation-based setting. Particular classes of nonlinear
systems are addressed in an emulation context in Peralez
et al. (2018), which uses high-gain techniques to achieve
output-feedback stabilization, and in Xing et al. (2019),

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

Copyright lies with the authors 2762



which proposes a 1-bit encoding-decoding procedure to
further reduce the bandwidth consumption, but allowing
to achieve only practical stability.

Regarding the co-design for linear systems, we can cite
Heemels et al. (2013), which addresses PETC and Ab-
delrahim et al. (2018), which considers sensor and actua-
tor transmissions at different times and handles external
disturbances. The co-design for nonlinear systems is ad-
dressed, for instance, in Groff et al. (2016); Moreira et al.
(2019a); Seuret et al. (2016), which consider linear systems
with saturation of control inputs, Li and Huang (2017); Jia
et al. (2014) considering Takagi-Sugeno (T-S) models for
the nonlinearities and Moreira et al. (2019b) which con-
siders cone-bounded nonlinearities and a nonlinear state
observer to estimate non-measurable state variables.

It should be highlighted that many nonlinear plants of
interest admit rational models, as, for instance, mobile
robots modeled via quartenions (Tayebi and McGilvray,
2006), generic biological systems (Wu and Mu, 2009)
and bio-reactors (Campestrini et al., 2014). Besides that,
the class of rational systems encompasses the polynomial
systems and high-order Taylor series approximations of
other classes of nonlinear systems. Motivated by that, in
our previous work (Moreira et al., 2017), we addressed the
emulation design of event-triggered controllers for rational
nonlinear systems. The current paper can be viewed as
a complementary version of Moreira et al. (2017), in the
sense it tackles the co-design case.

The main challenge in the co-design case is to obtain
tractable stability conditions. As in Moreira et al. (2017),
differential algebraic representations (DARs) (Trofino,
2000; Coutinho et al., 2004) allow us to model the non-
linearities in a convenient way. However, differently from
the emulation case, here it is not possible to use the Finsler
Lemma to obtain stability conditions in LMI form. Hence,
alternative techniques are employed to achieve that goal.
The conditions are then cast into a convex optimization
problem proposed as means of synthesizing the event-
triggered controller aiming at a small number of events
while keeping the closed-loop system asymptotically stable
for all initial conditions in a given admissible set.

Notation. R, Rn and Rn×m represent respectively the set
of real numbers, n-dimensional real vectors and n×m real
matrices. For a real matrix A, A′ denotes its transpose,
He{A} = A+A′, tr(A) is the trace of A and A > 0 states
that A is symmetric and positive definite. For B ∈ Rn×n,
λmin(B) and λmax(B) denote respectively the smallest
and largest eigenvalues of B. The symbol ∗ stands for
symmetric blocks within a matrix. diag(X,Y ) denotes the
block-diagonal matrix composed by the blocks X and Y . 0
is used to represent matrices of null entries of appropriate
dimensions. ‖·‖ denotes the Euclidean norm and |·| denotes
the absolute value. E(P ) = {ξ ∈ Rn : ξ′Pξ ≤ 1} denotes
an ellipsoid whose shape and size are defined by the matrix
P = P ′ > 0 ∈ Rn×n. For a polytope B, V(B) denotes the
set of all vertices of B.

2. PROBLEM STATEMENT

Consider the following continuous-time plant:

ẋ(t) = f(x(t)) + g(x(t))u(t) (1)

where x(t) ∈ Bx ⊂ Rn is the state vector; u(t) ∈ Rm is the
input; f(x) and g(x) are regular rational functions for all
x ∈ Bx with f(0) = 0; and Bx is a compact set containing
the state space origin to be defined later in this paper.
We assume, without loss of generality, that x = 0 is the
equilibrium point of interest.

Considering an event-triggered control strategy, we sup-
pose that at instants t = tk, k = 0, 1, 2, . . . , determined
by an event generator, a sample of the plant state is
considered to update the control signal u(t). Between two
event instants, the controller input is held constant by
means of a zero-order holder. We assume t0 = 0. Therefore,
the closed-loop system considering a static state-feedback
controller can be represented by the equation:{

ẋ(t) = f(x(t)) + g(x(t))u(t)

u(t) = Kx(tk) ∀t ∈ [tk, tk+1)
(2)

Defining, as proposed in Tabuada (2007), the error signal
δ(t) = x(tk)− x(t), we can rewrite (2) as:

ẋ(t) = f(x(t)) + g(x(t))K(x(t) + δ(t))

= f(x(t)) + g(x(t))Kx(t) + g(x(t))Kδ(t)

∀t ∈ [tk, tk+1)

(3)

Note that at the instants t = tk, ∀k ∈ N, the value of δ(t)
is reset to zero.

In this work, we aim at simultaneously designing the
controller gain matrix K and an event-triggering strategy
leading to a small number of control updates. To this end,
we consider the triggering strategy of Moreira et al. (2017),
that can expressed by the following rule to determine the
event instants:

tk+1 = min{t > tk | δ′(t)Qδδ(t)− x′(t)Qxx(t) > 0} (4)

Qδ and Qx are symmetric positive definite matrices of
appropriate dimensions that act as weights. The “larger”
Qx and the “smaller” Qδ are, the more we let the current
state deviate from the last sampled one before a new event
is generated and thus less control updates are expected.
This rule is an extension of the event-triggering criterion
originally introduced in Tabuada (2007), in the sense that
it can be recovered by taking Qδ = I and Qx = σI.

Then, the problem to be addressed in this paper can be
stated as follows:

Problem 1. Co-design the gain K and the triggering func-
tion parameters Qx and Qδ such that the local asymptotic
stability of the origin of the closed-loop system (2) with the
control update instants given by the rule (4) is ensured for
a given set X0 of admissible initial conditions while aiming
at a small number of events.

3. MAIN RESULTS

In this section we formulate stability conditions to address
Problem 1. Let us start by considering that our region of
interest is defined by the following symmetric polytope of
2nf faces:

Bx = {x ∈ Rn : |h′ix| ≤ 1, hi ∈ Rn, i = 1, . . . , nf} (5)

which can be alternatively defined in terms of the convex
hull of nv vertices, i.e., Bx = Co{v1, . . . , vnv} with vi ∈ Rn,
i = 1, . . . , nv.
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To obtain tractable conditions, we use the concept of
differential algebraic representations (DARs), as proposed
in Trofino (2000). A DAR for system (3) is given as follows:{

ẋ = (A1(x) +A3(x)K)x+A2(x)ξ(x, δ) +A3(x)Kδ

0 = (Ω1(x) + Ω3(x)K)x+ Ω2(x)ξ(x, δ) + Ω3(x)Kδ
(6)

with ξ(x, δ) ∈ Rq being an auxiliary variable containing
nonlinear terms of both f(x) and g(x)K(x + δ). Further-
more, A1(x) ∈ Rn×n, A2(x) ∈ Rn×q, A3(x) ∈ Rn×m,
Ω1(x) ∈ Rq×n, Ω2(x) ∈ Rq×q and Ω3(x) ∈ Rq×m are
affine matrix functions of x. We have omitted the time
dependency here to simplify notation. It is assumed that
(3) can be recovered from (6) by eliminating ξ(x, δ), which
implies that Ω2(x) needs to be full column rank ∀x ∈ Bx.
Notice that, since f(x) and g(x) are rational functions
of the state, f(x) + g(x)K(x + δ) is rational on x and
linear on δ, and the decomposition of (3) in the form
(6) is always possible. It should be pointed out, however,
that the decomposition is in general not unique (Coutinho
et al., 2004; Trofino, 2000).

Based on the DAR (6), the next theorem provides con-
ditions to compute the gain matrix K and the matrices
Qx and Qδ such that the origin of the closed-loop system
(2) under the event-triggering strategy given by (4) is
regionally asymptotically stable.

Theorem 1. Consider the nonlinear system in (1), its DAR
in (6) and the event generator as in (4). Let Bx be a
given polytope as in (5). If there exist constant symmetric
positive definite matrices Q̄x ∈ Rn×n, Q̄δ ∈ Rn×n,
N2 ∈ Rn×n and generic constant matrices Y ∈ Rn×m,
N1 ∈ Rn×n, N3 ∈ Rq×q, such that the following LMIs are
satisfied ∀v ∈ V(Bx):

ψa ψb ψc ψd N2

∗ ψe ψf ψd 0
∗ ∗ ψg ψh 0
∗ ∗ ∗ −Q̄δ 0
∗ ∗ ∗ ∗ −Q̄x

 < 0 (7)

[
N2 N2hi
∗ 1

]
> 0, i = 1, . . . , nf (8)

where

ψa = He{A1(v)N2 +A3(v)Y ′}, ψb = N2A
′
1(v) + Y A′3(v),

ψc = A2(v)N ′3 +N2Ω′1(v) + Y Ω′3(v), ψd = A3(v)Y ′,

ψe = −He{N1}, ψf = A2(v)N ′3, ψg = He{Ω2(v)N ′3},
ψh = Ω3(v)Y ′

then, the sampling strategy given by (4) with Qx = Q̄−1
x ,

Qδ = N−1
2 Q̄δN

−1
2 and K = Y N−1

2 renders the origin
of the closed-loop system (2) asymptotically stable and
E(N−1

2 ) = {x ∈ Rn : x′N−1
2 x ≤ 1} is included in its region

of attraction, i.e. ∀x(0) ∈ E(N−1
2 ), x(t)→ 0 when t→∞.

Proof.

We can rearrange the terms of the representation (6) as:{
− ẋ+ (A1 +A3K)x+A2ξ +A3Kδ = 0

(Ω1 + Ω3K)x+ Ω2ξ + Ω3Kδ = 0
(9)

where we omitted the dependencies of the matrices on
x and δ for notation simplicity. From this, the following
relations are verified along system (2) trajectories, for any
matrices M1, M2 and M3 of appropriate dimensions:

β1 = ẋ′M1

(
− ẋ+ (A1 +A3K)x+A2ξ +A3Kδ

)
= 0

β2 = x′M2

(
− ẋ+ (A1 +A3K)x+A2ξ +A3Kδ

)
= 0

β3 = ξ′M3

(
(Ω1 + Ω3K)x+ Ω2ξ + Ω3Kδ

)
= 0

(10)

Considering a quadratic Lyapunov function V (x) = x′Px,
with P symmetric positive definite, defining the vector
ζ = [x′ ẋ′ ξ′ δ′]

′
, taking into account the relations in (10),

the time-derivative V̇ (x) can be written as:

V̇ (x) = V̇ (x) + 2β1 + 2β2 + 2β3 =

= ζ ′

ψ1 ψ2 ψ3 M2A3K
∗ −He{M1} M1A2 M1A3K
∗ ∗ He{M3Ω2} M3Ω3K
∗ ∗ ∗ 0

 ζ (11)

with
ψ1 = He{M2(A1 +A3K)}
ψ2 = P + (A1 +A3K)′M ′1 −M2

ψ3 = M2A2 + (Ω1 + Ω3K)′M ′3

Hence, from (11), if the following relation is satisfied:ψ1 +Qx ψ2 ψ3 M2A3K
∗ −He{M1} M1A2 M1A3K
∗ ∗ He{M3Ω2} M3Ω3K
∗ ∗ ∗ −Qδ

 < 0 (12)

we have V̇ (x) < δ′Qδδ−x′Qxx along the trajectories of the
system. Since from (4) it follows that δ′Qδδ − x′Qxx < 0

for t ∈ (tk, tk+1), we conclude that V̇ (x) < 0 in this time
interval. Moreover, for t = tk, we have δ = 0 and thus it
also follows that V̇ (x(tk)) < −x′(tk)Qxx(tk) < 0.

Suppose now that M1,M2,M3 are non-singular matrices,
and define N1 = M−1

1 , N2 = M−1
2 , N3 = M−1

3 . Pre-
and post-multiplying (12) by diag(N2, N1, N3, N2) and
diag(N ′2, N

′
1, N

′
3, N

′
2) respectively, we obtain:ψ4 ψ5 ψ6 A3KN

′
2

∗ −He{N1} A2N
′
3 A3KN

′
2

∗ ∗ He{Ω2N
′
3} Ω3KN

′
2

∗ ∗ ∗ −N2QδN
′
2

 < 0 (13)

with
ψ4 = He{(A1 +A3K)N ′2}+N2QxN

′
2

ψ5 = N2PN
′
1 +N2(A1 +A3K)′ −N ′1

ψ6 = A2N
′
3 +N2(Ω1 + Ω3K)′

Applying the Schur’s complement to ψ4, making the ad-
ditional restriction P = M2 (which implies N2PN

′
1 = N ′1

and N2 = N ′2 > 0) and applying the changes of variables
Y = N2K

′, Q̄δ = N2QδN2 we obtain the relation (7) with
v = x. Since the left-hand side matrix in (7) is affine on
v, by convexity arguments, if relation (7) is verified at the

vertices of Bx, we can conclude that V̇ (x) < 0, ∀x ∈ Bx.

In this case, any level set of the Lyapunov function V (x) =
x′Px = x′N−1

2 x included in Bx is a contractive and
invariant set for the trajectories of the closed-loop system.
Note now that (8) ensures that the level set E(N−1

2 ) ⊂ Bx,
i.e. ∀x ∈ E(N−1

2 ), it follows that limt→∞ x(t) = 0, which
concludes the proof. 2

Remark 1. Theorem 1 also guarantees that the control
gain K asymptotically stabilizes the closed-loop system
origin under a continuous-time control law u(t) = Kx(t).
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Furthermore, E(N−1
2 ) is included in the region of attrac-

tion of the origin. This follows from the fact that the
continuous-time system corresponds to (6) with δ = 0,
and in this case, conditions (7) and (8) guarantee that

V̇ (x) < −x′Qxx < 0, ∀t ≥ 0, ∀x(0) ∈ E(N−1
2 ).

Remark 2. The LMIs (7)-(8) need to be verified only at
the vertices of the region Bx to ensure that the Lyapunov
function is strictly decreasing for all x ∈ Bx and thus
ensure the asymptotic stability of the origin. Note that
if the origin is stabilizable by a linear state feedback,
then for a sufficient small Bx the LMIs will in general be
feasible. On the other hand, as we increase Bx we can
ensure the stability for larger sets of admissible states.
The appropriate choice and parameterization of Bx are
discussed in section 4.

To be of practical use, the triggering strategy cannot
lead to Zeno solutions (Tabuada, 2007; Heemels et al.,
2012). Since the strategy considered here is the same as in
Moreira et al. (2017), we can leverage Theorem 2 presented
in that paper to ensure a minimum time between events,
which guarantees that Zeno behavior never occurs with
the proposed approach.

Theorem 2. (Moreira et al. 2017). The inter-sampling
times implicitly defined by the triggering rule (4) are lower-
bounded.

Proof. The proof is identical to the one presented in
(Moreira et al., 2017, Theorem 2) and is omitted here due
to space limitations. It can be obtained from the authors.
2

4. CONTROLLER TUNNING

In this section we propose an optimization problem as
means to simultaneously compute the parameters K, Qx
and Qδ aiming at a small number of events when the event-
triggering strategy given by (4) is considered.

Suppose that the region of initial states X0 where we want
to guarantee the convergence to the origin is defined by
X0 = {x ∈ Rn : x′P0x ≤ 1} ⊂ Bx, with P0 ∈ Rn×n a given
symmetric positive definite matrix. The stability problem
can then be translated into ensuring that X0 ⊂ E(N−1

2 )
and that the stability conditions of Theorem 1 are fulfilled.
To ensure X0 ⊂ E(N−1

2 ), we can use the constraint N−1
2 <

P0, or, more appropriately, N2 > P−1
0 .

To reduce the control updates, we aim at finding Qx as
“large” as possible and Qδ as “small” as possible, while
still satisfying the stability conditions. From Theorem 2,

in fact we aim at minimizing the ratio λmax(Qδ)
λmin(Qx) . However,

this represents a nonlinear objective function. Moreover,
the triggering function parameters Qx and Qδ do not
appear explicitly in the stability conditions. Therefore,
approximations need to be considered to define a suitable
optimization problem. Since Q̄x = Q−1

x and Q̄δ = N2QδN2

appear in the conditions, we propose to minimize tr(Q̄δ +
Q̄x) as an approximation, leading to the following opti-
mization problem:

min(tr(Q̄δ + Q̄x))

subject to: (7), (8), N2 > P−1
0

(14)

Table 1. Linear search on Bx size – small X0

ρ tr(Q̄δ + Q̄x)

0.15 1.0329

0.30 0.21823

* 0.31 0.21822

0.32 0.21891

0.35 0.2246

0.60 0.37405

Notice that the choice of Bx impacts the results obtained
with this optimization problem. For this reason, one should
parameterize Bx (e.g. as a symmetric polytope around
the origin) and execute a search on the parameter(s),
i.e. solve optimization problem (14) for each value of
the parameter(s), looking for the minimum value of the
objective function among them and taking the values of
Qδ and Qx obtained for this minimum value. It should be
highlighted that (14) is a convex optimization problem,
since (7) and (8) are LMIs. Therefore, there exist efficient
methods to solve it.

5. NUMERICAL EXAMPLE

In this example, we consider the following rational plant:
ẋa(t) =

1 + x2
a(t)

2
xb(t)

ẋb(t) =
2

1 + x2
a(t)

xa(t)− xb(t)−
1− x2

a(t)

1 + x2
a(t)

u(t)

(15)

where x = [xa xb]
′ ∈ R2 is the state of the plant. This

system models the rotational motion of a cart with an
inverted pendulum after applying some variable changes to
convert the system from transcendental into rational (see
Coutinho and Gomes da Silva Jr. (2010) for the details).

We consider a DAR (6), with

ξ(x, δ) =
[
xaxb

xa
1+x2

a

x2
a

1+x2
a

K(x+δ)
1+x2

a

xaK(x+δ)
1+x2

a

]′
and the following matrices:

A1 =
[

0 0.5
0 −1

]
, A2 =

[
0.5xa 0 0 0 0

0 2 0 0 2xa

]
, A3 = [0 −1]

′

Ω1 =


−xb 0
−1 0
0 0
0 0
0 0

 , Ω2 =


1 0 0 0 0
0 1 xa 0 0
0 −xa 1 0 0
0 0 0 1 xa

0 0 0 −xa 1

 , Ω3 =


0
0
0
−1
0

 .
Choosing X0 = {x ∈ R2 : x′P0x ≤ 1}, with P0 = 50I,
considering a symmetric polytope Bx with sides of length
ρ (that is, Bx defined as in (5) with h1 = ρ−1 [1 0] and
h2 = ρ−1 [0 1]) and solving the optimization problem (14)
for various values of ρ (i.e., various sizes of Bx), we obtain
the results shown in Table 1. The asterisk marks the line
corresponding to the best value found for the objective
function, corresponding to ρ = 0.31. With ρ = 0.31, the
optimization problem yields:

Qx =
[

18 7.63
7.63 16.3

]
Qδ =

[
112 51.5
51.5 23.6

]
P = N−1

2 =
[

46.1 12
12 13.5

]
K = [4.17 1.91]

Results of simulations considering the corresponding
closed-loop system are depicted in figures 1 and 2. The

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

2765



−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

x
a

x
b

 

 

X0

E(N−1
2 )

Fig. 1. X0, E(N−1
2 ) and some trajectories – P0 = 50I.
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Fig. 2. Simulation – P0 = 50I.

borders of the sets X0 and E(N−1
2 ) are shown in black

solid line and in red dashed line, respectively, in Figure 1.
It can be seen that E(N−1

2 ) ⊃ X0 as expected and the
trajectories starting inside E(N−1

2 ) converge to the origin.
Figure 2 depicts the time evolution of the state considering
an initial condition x(0) = [0.1 − 0.1]′, the control signal
and the events activity in the plots at the top, middle and
bottom, respectively. A total of 9 events were generated
in the time interval [0, 10]. The minimum inter-event time
observed in this simulation was 1.145 s.

Considering now a larger set X0, with P0 = 5I and solving
optimization problem (14) for various values of ρ, we
obtain the results shown in Table 2. As in the previous
examples, an asterisk marks the line corresponding to
the best objective function value found, in this case, for
ρ = 0.64. With ρ = 0.64, the optimization problem yields:

Qx =
[

0.755 1.34
1.34 2.81

]
Qδ =

[
41.2 75.6
75.6 139

]
P = N−1

2 =
[

3.65 1.59
1.59 3.13

]
K = [33.2 61]

Figure 3 depicts, as in the previous case, the set X0 in black
solid line, the set E(N−1

2 ) in red dashed line and some
trajectories of the closed-loop system for initial conditions
inside E(N−1

2 ). Just as in the previous case, E(N−1
2 ) ⊃ X0

and the trajectories converge to the origin as required.
In Figure 4, the top plot shows the time evolution of a

Table 2. Linear search on Bx size – large X0

ρ tr(Q̄δ + Q̄x)

0.53 209.09

0.63 24.489

* 0.64 24.456

0.65 24.575

0.70 27.286

0.90 176.08
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Fig. 3. X0, E(N−1
2 ) and some trajectories – P0 = 5I.
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Fig. 4. Simulation – P0 = 5I.

simulation with x(0) = [0.3 −0.3]
′
, the middle plot shows

the control action and the bottom plot shows the events
(with a zoom at the initial instants of time depicted in
the small box). A total of 15 events were generated in
the time interval [0, 10] and the minimum inter-event time
was 3 ms. We can see that when we strive for ensuring
stability for a larger region of initial states, the event-
triggering strategy becomes less effective and the number
of events increases. This can be intuitively explained by
the fact that starting farther away from the origin, a more
effective control is needed, which implies the necessity of
more control updates in the initial instants (i.e., when the
state is still far from the origin).

6. CONCLUDING REMARKS

In this work we have proposed a method to design event-
triggered control systems for continuous-time rational non-
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linear plants. The method is based on the use of a class
of differential algebraic representations and guarantees
regional asymptotic stability of the origin for a given set
of initial conditions. The derived stability conditions are
cast in terms of a finite set of LMI constraints and a
convex optimization problem is proposed to simultane-
ously compute the control law and the event-triggering
function parameters aiming at a small number of control
signal updates. Numerical experiments considering a ra-
tional system illustrated the effectiveness of the method
and highlighted the relation between the expected number
of samples and the size of the region of initial conditions
where the asymptotic stability is to be ensured.
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