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Abstract: Deep Neural networks have gained lots of attention in recent years thanks to the breakthroughs obtained in the field of Computer Vision. However, despite their popularity, it has been shown that they provide limited robustness in their predictions. In particular, it is possible to synthesise small adversarial perturbations that imperceptibly modify a correctly classified input data, making the network confidently misclassify it. This has led to a plethora of different methods to try to improve robustness or detect the presence of these perturbations. In this paper, we perform an analysis of β-Variational Classifiers, a particular class of methods that not only solve a specific classification task, but also provide a generative component that is able to generate new samples from the input distribution. More in details, we study their robustness and detection capabilities, together with some novel insights on the generative part of the model.
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1. INTRODUCTION

The astounding performance that Deep Neural Networks (DNNs) provide when dealing with large amounts of complex data has recently led to extensive research in Deep Learning (DL) technologies. Empirical evidence shows that, in contrast to standard Machine Learning (ML) methods, DNNs are able to generalize well in the over-parametrized regime (Belkin et al. (2018a,b)), i.e. when the number of parameters of the model is much higher than the number of data used to train it; hence, there is basically no limit, other than the computational capabilities, to the complexity of the hypothesis class of functions that is of practical use. Despite this property, that is still not well understood and object of an entire line of research, the high complexity of the input-output relationship comes at a cost: the predictions provided by DNNs are not interpretable, making it difficult to understand what caused the model to take a particular decision; moreover, (Szegedy et al. (2013)) discovered that DNNs are susceptible to adversarial perturbations, small changes in the input space that result in high changes in the output space. This allows the creation of Adversarial Examples (Goodfellow et al. (2014)): for example, in image classification, it is possible to synthesise artificial images that, while visually identical for the human eye to a correctly classified sample, they are confidently misclassified. While such problem is common in ML, it is emphasized in DNNs by the high dimensionality of the input space and the complexity of the function described by the DNN that may be subject to high curvature directions that can be exploited, even in a small neighborhood of a point, to significantly change the response of the network.

The discovery started a completely new research trend that tries to understand the phenomenon (see Liu et al. (2016); Shaham et al. (2018)) or find ways to defend against it. The most common approach to train robust networks is Adversarial Training (Goodfellow et al. (2014); Madry et al. (2017); Terzi et al. (2020)) that consists in generating adversarial examples and feeding them to the network during training along with the correct label. While effective, such method comes at the cost of reduced prediction accuracy (Tsipras et al. (2018)) and increased training time compared to standard models. Other approaches have been proposed to obtain robust models such as gradient regularization (Ross and Doshi-Velez (2018)), Lipschitz regularization (Finlay et al. (2018)) and curvature regularization (Moosavi-Dezfooli et al. (2019)). A different research line focuses on developing methods to detect adversarial examples, without requiring the model to be robust. In (Feinman et al. (2017)) it is proposed to combine Kernel Density Estimation on the hidden layer of the network (Botev et al. (2010)) and MC-Dropout (Gal and Ghahramani (2016)) that provides an estimate of the prediction uncertainty of the network. The rationale behind the method is that adversarial examples should have lower likelihood according to the estimated density and higher prediction uncertainty. (Gong et al. (2017)) propose to train a binary classifier as a detection method: it is shown that such approach is able to detect 99% of adversarial examples and it is robust to a second attack that aims at fooling the detection method. (Grosse et al. (2017)) uses the kernel-based two-sample test (Gretton et al. (2012)) to detect statistical differences between adversarial examples and normal data.
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Fig. 1. Bayesian network of a VAE (left) and the Variational Classifier analyzed in this work (right).

Recently, (Li et al. (2018)) proposed a study on the robustness of Generative Classifiers and their detection capabilities. They propose three detection methods whose rejection policies are respectively: 1) reject samples with likelihood of the input lower than a certain threshold; 2) Reject samples with joint input/output likelihood lower than a certain threshold; 3) Reject over/under confident predictions. The methods have proven effective on object recognition tasks. Moreover, they show that models with lower capacity are more robust to adversarial examples.

We build upon (Li et al. (2018)) to provide an analysis of β-Variational Classifiers, a similar approach but based on β-Variational Autoencoders (Higgins et al. (2017)) that are able to provide a disentangled representation of the input (Burgess et al. (2018)) and give an alternative method to control the model capacity. In particular, the contributions of our paper are as follows:

- We analyze the robustness of β-Variational Classifiers combined with sparse regularization;
- We analyze the detection capabilities of β-Variational Classifiers;
- We analyse the effects of adversarial perturbations on the decoder network.

The remainder of this paper is organized as follows: In section 2 and 3 we provide a description of β-Variational Autoencoders and their β-Variational Classifiers. In Section 4 we explain the phenomenon of adversarial examples and the main method used to synthetise them. In Section 5 and 6 we describe the experimental settings and outline the obtained results. Finally, in Section 7 conclusions and future works are reported.

2. β-VARIATIONAL-AUTOENCODERS

Generative modeling aims at learning a parametrized model of the probability distribution underlying the data in order to obtain new realistic samples from it. In this context, Variational Autoencoders (VAEs) (Kingma and Welling (2013)) are a well know approach to develop a complex latent variable model that can be learned by Stochastic Gradient Descent (SGD).

Given a dataset of independent identically distributed samples \( \{ x_i \} \) \( i = 1, \ldots, N \) with distribution \( p(x) \), we introduce hidden variables \( \{ z_i \} \) \( i = 1, \ldots, N \) of dimension \( d \) distributed as a multivariate Gaussian \( p(z) \sim \mathcal{N}(0, I) \) with \( I \in \mathcal{R}^{d \times d} \) the identity matrix.

VAEs model the joint distribution of the random variables \( X \) and \( Z \) as \( p_{0}(x,z) = p_{0}(x|z)p(z) \) corresponding to the Bayesian network in Figure 1(left) where the mean of \( p_{0}(x|z) \) is the output of a Decoder Neural Network \( D_{0}(z) \) parametrized by parameters \( \theta \), typical choices are Gaussian \( p_{0}(x|z) \sim \mathcal{N}(D_{0}(z), I) \) for continuous output or Bernoulli \( p_{0}(x|z) \sim \mathcal{B}(D_{0}(z)) \) for binary output. Being the \( z_i \) unknown, we aim at finding the parameters value that maximizes the marginal likelihood; however, this requires evaluating an intractable integral to compute \( p_{0}(x) = E_{z} [ p_{0}(x|z) ] \), which is also difficult to approximate by means of Monte Carlo methods due to the dimensionality of the hidden factors and the amount of data that is often very high in Deep Learning settings. In a similar scenario approximate inference is typically very effective; more in details, introducing an approximate posterior distribution \( q_{\phi}(z|x) \sim \mathcal{N}(\mu(x), \Sigma(x)) \) where \( \mu(x), \Sigma(x) \) are output of an Encoder network. We define the Expectation Lower bound (ELBO) \( L(\theta, \phi, x) \) as:

\[
L(\theta, \phi, x) = -D_{KL}(q_{\phi}(z|x) || p(z)) + \mathbb{E}_{q_{\phi}(z|x)}[\log p_{0}(x|z)]
\]

Where \( D_{KL} \) is the Kullback–Leibler divergence. It is always true that (for a detailed proof see Bishop (2006)):

\[
\log(p_{0}(x)) \geq L(\theta, \phi, x)
\]

(2) has important implications when the parametrized distributions are extremely complex, such as Neural Networks. We can in fact maximize the ELBO instead of the intractable marginal likelihood. In particular, if we analyze the expression in (1), the Decoder network is trained to minimize an expected reconstruction error, while the Encoder network distribution is pushed to be close to the prior, this acts as a regularizer, tuning the capacity of the Encoder. Such regularizer impacts the type of representations that the Encoder can learn, in particular (Belkin et al. (2018a)) showed that by controlling this term using the following modified ELBO:

\[
L(\theta, \phi, x) = \beta D_{KL}(q_{\phi}(z|x) || p(z)) - C \quad + \mathbb{E}_{q_{\phi}(z|x)}[\log p_{0}(x|z)]
\]

The model is able to produce disentangled representations that are related to different characteristics of the image, e.g. color, shape etc. Here \( \beta \) and \( C \) are hyperparameters, the first one is usually kept very high around 1000 while the second directly control the capacity and is linearly increased at training time from 0 to a predefined value (this procedure has been shown to provide better representations). This modified version, is called β-VAE.

During optimization, \( \mathbb{E}_{q_{\phi}(z|x)}[\log p_{0}(x|z)] \) is computed using a Monte Carlo approximation \( \mathbb{E}_{q_{\phi}(z|x)}[\log p_{0}(x|z)] \cong \frac{1}{M} \sum_{m=1}^{M} \log p_{0}(x|z^{(m)}) \mid z^{(m)} \sim q_{\phi}(z|x) \). Since it is not possible to back-propagate through the sampling operation, a reparameterization trick is used i.e. \( z^{(m)} = \mu(x) + \xi \sim \mathcal{N}(0,1) \). The detailed optimization procedure is reported in Algorithm 1.

3. β-VARIATIONAL-CLASSIFIERS

β-VAEs provide an interesting method to perform variational inference in the presence of complex parametrized models of probability distributions with hidden factors. A
Algorithm 1 Training Procedure

Input: \(\{x^{(i)}\}_{i=1}^{n}, B, M, \beta, C, n_{iter}\)

1: for \(j = 1 \ldots n_{iter}\) do
2: Sample \(B\) examples from the training set \(\{x^{(i)}\}_{i=1}^{B}\)
3: Sample \(B \cdot M\) latent variables \(z_{m}^{(i)}\)
4: \(c = \text{linearSchedule}(C, j)\)
5: Compute the gradient with respect to \(\Phi, \theta\)

\[ \delta_\theta = \nabla_\theta \frac{1}{B \cdot M} \sum_{i=1}^{B} \sum_{m=1}^{M} \log p_\theta(x^{(i)} | z_m^{(i)}) \]

\[ \delta_\Phi = \nabla_\Phi \frac{1}{B} \sum_{i=1}^{B} \left[ \beta |D_{KL}(q_\Phi(z|x^{(i)}) || p(z)) - c| + \frac{1}{M} \sum_{m=1}^{M} \log p_\Phi(x^{(i)} | z_m^{(i)}) \right] \]

6: Ascend the gradient \(\theta = \text{ascendRule}(\theta, \delta_\theta)\)
7: Ascend the gradient \(\Phi = \text{ascendRule}(\theta, \delta_\theta)\)
8: end for

Algorithm 2 PGD

Input: \(x, y, k, \epsilon, \alpha\)

1: \(x_0 = x\)
2: for \(j = 1 \ldots k\) do
3: \(x_j = x_j + \alpha \nabla L(x_j, y)\)
4: \(x_j = \text{Proj}(x_j, B_i(x))\)
5: end for
6: \(x_{adv} = x_j\)
7: return \(x_{adv}\)

Fig. 2. Adversarial example on a digit recognition task: the 6 on the left is correctly classified while the one on the right is classified a 4.

5. EXPERIMENTAL SETTINGS

In order to analyze the robustness of \(\beta\)-VAC to adversarial examples we train the model on two popular datasets in Computer Vision for handwritten digit classification \(^1\) (MNIST) and for clothes recognition \(^2\) (Fashion-MNIST or FMNIST by Zalando research). They both are composed by 60 thousand labeled images for the train set and 10 thousand for testing, the images are in grayscale of size 28 \(\times\) 28.

The structure of the model is as follows:

- **Encoder:** is an adapted Alexln (Springenberg et al. (2014)) to provide an hidden representation of size 100 i.e. \(z \in \mathbb{R}^{100}\).
- **Decoder:** has a structure symmetric to the encoder, in order to provide as output an image of the same dimension of the input;
- **Classifier:** is a 2 layer perceptron with 64 hidden neurons per layer and ReLu (Nair and Hinton (2010)) activations.

We train for 60 epochs using an SGD optimizer with momentum 0.9 and learning rate 0.01 that is decreased at the 10th and 30th epoch by a factor of 10. The strength of the momentum is a common choice in literature while the learning rate is decreased at the 10th and 30th epoch by a factor of 10. The strength of the momentum is a common choice in literature while the learning rate is decreased at the 10th and 30th epoch by a factor of 10.

\(^1\) http://yann.lecun.com/exdb/mnist

\(^2\) https://github.com/zalandoresearch/fashion-mnist
train the network. We employ a small weight decay of $1e-6$ (typical values are around $1e-3$ for the Allcnn) so its influence on the capacity is limited and we are free to control it using the KL regularization term in the ELBO. We use PGD to compute the adversarial examples with variable strength, in particular for MNIST we use $\epsilon \in [0,0.3]$ while for FMNIST $\epsilon \in [0,0.1]$; the choice is justified by the more difficult classification task of the second dataset so a smaller perturbation is sufficient to effectively attack the network. We keep the number of iterations equal to 40 and the step size 0.01, the value of $\epsilon$ is referred to the $\ell_{\infty}$ norm.

6. RESULTS

In this section we outline the obtained results and, in particular, we analyze the effect of the capacity and sparse regularization on the robustness and detection capabilities of the $\beta$-VAE described in the previous section. To conclude, we visually inspect the reconstructed images of adversarial examples, showing some interesting properties.

6.1 Adversarial detection

The decoder part of the model can be extremely useful to detect adversarial examples: by definition, they provide an high variation of the network output given small variations of the input; hence, if the reconstructed image is strongly affected by the adversarial perturbation, it will probably be very different to the input fed to the network. An example of this phenomenon is shown in Figure 3(a) and 4(a), it is noticeable how the reconstruction error considerably increases at the strengthening of the attack. We can thus train a classifier on the reconstruction error to obtain an effective attack detection methods. In the following, we will use a logistic classifier trained on adversarial examples computed on the training set and analyse its performance by computing adversarial examples on the test set, and classifying both clean input and perturbed ones. We use the classification rate as performance metric being the dataset well balanced due to the high effectiveness of adversarial attacks.

6.2 Capacity effect

In Figure 3(b) and 4(b) we report the robustness of the $\beta$-VAC, measured in terms of accuracy at classifying adversarial examples, as a function of the parameter $C$ controlling the capacity of the encoder network. We don’t notice particular correlation between the capacity and the accuracy. On the FMNIST dataset, for small attack strength, there are some values of $C$ that provide better robustness i.e. 0.01 and 1.0, however the first one has low accuracy on clean samples ($\epsilon = 0$) due to the limited capacity of the model. In general, we cannot conclude to be able to control the robustness by changing the capacity. For the detection rate Figure 3(c) and 4(c), the capacity seems to have a more strong effect, in particular when values are too low, such as 0.01, the reconstruction error is high also for normal samples, making it difficult to distinguish them from the adversarial ones. On the other hand, we don’t see a positive correlation between capacity and detection rate, so the parameter has to be fine tuned to get the best result. Overall, the detection accuracy is very good on the MNIST dataset also due to the higher attack strength used, for FMNIST the detection rate is well above 70% with the right capacity for every attack strength.

6.3 Sparse regularization effect

The idea of adding sparse regularization is motivated by the fact that the encoder network of $\beta$-VAE has been shown to provide disentangled representations. Hence, if the classifier selects only the ones that are useful for the classification task and discard the others, it should be more robust to adversarial perturbations. In Table 1 and 2 we show the effect of the $\ell_1$ regularization on the robustness of the classifier trained using the best performing capacity, i.e 1.0 for MNIST and 10.0 for FMNIST. The $\ell_1$ regularization does not seem to provide improved robustness. This result provides us the following insight: while it is easy to see that for linear models, obtaining $\ell_\infty$-robustness is equivalent to applying $\ell_1$-regularization, for non-linear model this relation is not true. Thus, our results give the evidence that the Encoder network is not providing robust latent embeddings.

Overall, the detection accuracy is lower than the one for the non regularized method. This would be a fair price to pay in case of improved robustness but from the results obtained it is probably better to avoid using $\ell_1$ regularization and choose the correct model complexity with $C$.

6.4 Decoded images inspection

We analyse here the effect of an adversarial perturbation on the decoded images of the autoencoder. Interestingly, from Figure 5 we notice that the decoder is fooled to reconstruct an image that seems to belong to the same incorrect class provided the classifier. For example in the first row the true class is 0, the mistaken class is 6 and the decoder produces an image similar to a 6. This suggests that a similar model may be used for other vision tasks such as conditional image generation and style transfer. We reserve this analysis as a future work.

7. CONCLUSIONS

In this paper we proposed an analysis of $\beta$-VAC in the presence of adversarial perturbations. We have shown that the model does not provide increased robustness to adversarial examples however it is able to detect them effectively thanks to the reconstruction error of the decoder network. Sparse regularization of the classifier does not help in reducing the effects of adversarial perturbations on the classification. We have shown that the decoder, when fed with an adversarial example, tend to reconstruct an image that belongs to the class mistakenly selected by the classifier. As a future work, we want to investigate deeper this aspect that may be exploited to perform conditional image generation and style transfer tasks. We also plan to extend these results to more complex vision datasets.
Fig. 3. Results for the FMNIST dataset.

Fig. 4. Results for the MNIST dataset.

Table 1. $l_1$ regularization effect on the robustness for the MNIST dataset.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$\epsilon = 0$</th>
<th>$\epsilon = 0.075$</th>
<th>$\epsilon = 0.150$</th>
<th>$\epsilon = 0.225$</th>
<th>$\epsilon = 0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e-06</td>
<td>0.9395</td>
<td>0.1360</td>
<td>0.0988</td>
<td>0.0918</td>
<td>0.0471</td>
</tr>
<tr>
<td>5e-07</td>
<td>0.8461</td>
<td>0.0111</td>
<td>0.0004</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td>1e-07</td>
<td>0.8452</td>
<td>0.0498</td>
<td>0.0218</td>
<td>0.0215</td>
<td>0.0254</td>
</tr>
<tr>
<td>5e-08</td>
<td>0.8320</td>
<td>0.1194</td>
<td>0.0646</td>
<td>0.0527</td>
<td>0.0377</td>
</tr>
</tbody>
</table>

Table 2. $l_1$ regularization effect on the robustness for the FMNIST dataset.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$\epsilon = 0$</th>
<th>$\epsilon = 0.025$</th>
<th>$\epsilon = 0.050$</th>
<th>$\epsilon = 0.075$</th>
<th>$\epsilon = 0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e-03</td>
<td>0.624</td>
<td>0.185</td>
<td>0.083</td>
<td>0.027</td>
<td>0.009</td>
</tr>
<tr>
<td>1e-04</td>
<td>0.657</td>
<td>0.081</td>
<td>0.041</td>
<td>0.026</td>
<td>0.020</td>
</tr>
<tr>
<td>1e-05</td>
<td>0.722</td>
<td>0.260</td>
<td>0.140</td>
<td>0.089</td>
<td>0.063</td>
</tr>
<tr>
<td>1e-06</td>
<td>0.764</td>
<td>0.216</td>
<td>0.084</td>
<td>0.048</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Table 3. $\ell_1$ regularization effect on the detection accuracy for the MNIST dataset.

<table>
<thead>
<tr>
<th>$\ell_1$ strength</th>
<th>$\epsilon = 0$</th>
<th>$\epsilon = 0.075$</th>
<th>$\epsilon = 0.150$</th>
<th>$\epsilon = 0.225$</th>
<th>$\epsilon = 0.3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e-06</td>
<td>0.976</td>
<td>0.976</td>
<td>0.988</td>
<td>0.988</td>
<td>0.988</td>
</tr>
<tr>
<td>5e-07</td>
<td>0.967</td>
<td>0.976</td>
<td>0.983</td>
<td>0.983</td>
<td>0.983</td>
</tr>
<tr>
<td>1e-07</td>
<td>0.968</td>
<td>0.969</td>
<td>0.984</td>
<td>0.984</td>
<td>0.984</td>
</tr>
<tr>
<td>5e-08</td>
<td>0.945</td>
<td>0.953</td>
<td>0.972</td>
<td>0.972</td>
<td>0.972</td>
</tr>
</tbody>
</table>
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Table 4. $\ell_1$ regularization effect on the detection accuracy for the FMNIST dataset.

<table>
<thead>
<tr>
<th>$\ell_1$ strength</th>
<th>$\epsilon = 0.0$</th>
<th>$\epsilon = 0.025$</th>
<th>$\epsilon = 0.050$</th>
<th>$\epsilon = 0.075$</th>
<th>$\epsilon = 0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e-03</td>
<td>0.628</td>
<td>0.637</td>
<td>0.741</td>
<td>0.782</td>
<td>0.800</td>
</tr>
<tr>
<td>1e-04</td>
<td>0.738</td>
<td>0.716</td>
<td>0.812</td>
<td>0.843</td>
<td>0.852</td>
</tr>
<tr>
<td>1e-05</td>
<td>0.699</td>
<td>0.686</td>
<td>0.810</td>
<td>0.838</td>
<td>0.841</td>
</tr>
<tr>
<td>1e-06</td>
<td>0.713</td>
<td>0.720</td>
<td>0.830</td>
<td>0.846</td>
<td>0.850</td>
</tr>
</tbody>
</table>

Fig. 5. Example of the effect of adversarial perturbations on the decoder network. It is noticeable how the reconstruction belongs to the class mistakenly chosen by the classifier.


