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Abstract: During the last decades, many approaches for controller design of linear time-
invariant systems have been developed. However, if a prescribed controller structure is desired,
controller design may become more complicated. Typical examples include PID controllers and
static output feedback. We propose a method for purely real pole or eigenvalue placement. Our
approach is based on the closed-loop characteristic polynomial whose coefficients are polynomials
in the controller parameters. We employ quantifier elimination to verify the existing conditions
and to compute the controller gain.
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1. INTRODUCTION

For finite-dimensional linear time-invariant systems, there
are several systematic approaches to controller design. In
particular, if the plant is modeled by a rational transfer
function with a coprime numerator and a polynomial
denominator, the Youla parametrization describes the set
of all linear stabilizing controllers (Doyle et al., 1990).
For a stabilizable and detectable state-space system, the
combination of state feedback with an observer results in
a dynamic output feedback (Hautus, 1970).

The controller design problem may become significantly
more complicated if a certain controller structure is de-
sired. Although there are several tuning rules for PI and
PID controller design that work in practice, the systematic
design is much more difficult (O’Dwyer, 2009; Datta et al.,
2000; Munro, 2001). In the case of a state-space system,
the conditions of eigenvalue assignability and stabilizabil-
ity for state feedback and observer design have been known
for many decades (Kalman, 1960; Hautus, 1970). However,
the conditions for static output feedback controller design
are much more complicated (Syrmos et al., 1997; Rosen-
thal and Willems, 1999; Franke, 2014).

In some applications, oscillations or overshoots are not
desired. In such cases, one would aim for a real eigenvalue
assignment in controller design. A typical example of this
is the distance control of a convoy of vehicles. A purely
real eigenvalue placement can also be desirable in electrical
networks (Galeani et al., 2014).

Various questions in control engineering lead to decision
problems. In the system analysis, for example, this con-
cerns the question of the stability of a system, in the
controller design the question of the stabilizability. The
mentioned decision problems can be tested for several
system classes using special conditions, e.g. stability with

the Routh or Hurwitz test, or stabilizability by the Hautus
condition (Hautus, 1970). In general, decision problems
can be formulated as expressions with quantifiers such
as the existence quantifier ∃ or the universal quantifier
∀. Decision problems with polynomial expressions can be
solved based on Tarski’s Theorem (Tarski, 1948). The
associated computation methods are known as quantifier
elimination (Caviness and Johnson, 1998).

To the authors’ knowledge, the first application of quanti-
fier elimination in control theory was the stabilization of
a state-space system by static output feedback (Anderson
et al., 1975). This is still a topic of active research (Syrmos
et al., 1997; Röbenack et al., 2018a,b). Further application
concern robust and nonlinear control (Jirstrand, 1997;
Dorato et al., 1997, 1999; Anai and Hara, 1999, 2000; Tong
and Bajcinca, 2017; Voßwinkel et al., 2018; Röbenack and
Voßwinkel, 2020). A recent overview is given in (Röbenack
and Voßwinkel, 2019).

In this contribution, we describe the stabilization of struc-
tured systems by purely real eigenvalue adjustment. Con-
troller design of fixed structured systems employing quan-
tifier elimination has been discussed in (Anai and Hara,
2000; Anai et al., 2004). Although the authors used real
roots counting based on Sturm-Habicht sequences to char-
acterize stability regions (such as the left half plane or a
shifted left half plane for robustness), the real stabilization
problem was not explicitly discussed in these papers. We
want to exploit this approach in the present paper.

The paper is structured as follows. In Section 2. Quantifier
elimination is introduced in Section 3 and applied to the
above-mentioned controller design problem. Our approach
is illustrated on some example systems in Section 4.
Finally, we will draw some conclusions in Section 5.
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2. NUMBER OF REAL ZEROS

2.1 Euclidean Algorithm

Consider real polynomials P0, P1 ∈ R[s] with the degrees
degP0 ≥ degP1 > 0. We apply the polynomial division
gradually until the division yields a zero remainder:

P0 = Q1P1 + P2

P1 = Q2P2 + P3

P2 = Q3P3 + P4

...

Pk−1 = QkPk + 0 (end).

In these equations, Q1, . . . , Qk ∈ R[s] are the quotient
polynomials. The last denominator is the greatest common
divisor (gcd) of the startinng polynomials P0 and P1:

Pk = gcd(P0, P1).

Without loss of generality, we assume the gcd is a monic
polynomial, where the leading coefficient is normalized to
one.

Let f ∈ R[s] be a real polynomial. We apply the euclidean
algorithm to P0 := f and P1 := f ′. The following result is
well-known (Dunaway, 1974):

Corollary 1. The polynomial f ∈ R[s] has only simple
roots if and only if gcd(f, f ′) = 1.

2.2 Sturm Sequence

Sturm’s theorem delivers a statement about the number
of real zeros in an interval. For this, the Sturm sequence
is needed (Gantmacher, 1959).

Definition 2. Let f ∈ R[s] be a real polynomial. A Sturm
sequence is a finite sequence (P0, . . . , Pn) of polynomials
with decreasing degree with P0 := f , P1 := f ′ and

P0 = Q1P1 − P2

P1 = Q2P2 − P3

...

Pk−1 = QkPk − Pk+1

...

Pn = const. 6= 0.

(1)

Let SC denote the number of sign changes (ignoring the
zeros) in a finite sequence of real numbers. Furthermore,
we denote the number of sign changes of a Sturm sequence
at a point s ∈ R by

V (s) = SC(P0(s), P1(s), . . . , Pn(s)). (2)

Theorem 3. (Sturm’s Theorem, cf. Gantmacher (1959)).
Let f ∈ R[s] be a real polynomial with simple zeros. The
number r of real zeros in the interval (a, b) with a < b,
f(a) 6= 0, f(b) 6= 0 is given by the difference

r = V (a)− V (b). (3)

Remark 4. If the polynomial f has multiple zeros, the
procedure (1) will terminate prematurely, i.e., we have an
integer i < n with Pi 6≡ 0 and Pi+1 ≡ 0. In this case we
replace the first zero polynomial by the derivative of the
last non-zero polynomial Pi+1(s) := P ′i (s) and continue
with the procedure (1) as above (Gantmacher, 1959).

2.3 Real Stable Zeros in a Finite Interval

Consider a characteristic polynomial

f(s) = sn + an−1s
n−1 + · · ·+ a1s+ a0. (4)

In particular, we assume that the polynomial is monic, i.e,
the highest coefficient is normalized to one. In this way,
we avoid unnecessary case distinctions. A polynomial (4)
is called stable or Hurwitz polynomial, if all zeros have
negative real part. The polynomial is called real stable if
all zeros are real and negative.

Theorem 5. Consider the real poylnomial (4) with the
Sturm sequence (P0, . . . , Pn). All zeros of the polyno-
mial (4) are simple and lie in the real interval (a, b) with
a < b < 0 if and only if

n∧
i=0

Pi(b) > 0 ∧
n−1∧
i=0

Pi(a)(−1)n−i > 0. (5)

Proof. First, we want to derive conditions for all zeros
lying in the interval (a, b) with a < b < 0. Theorem 3
implies

V (a)− V (b) = n. (6)

Since V (s) ∈ {0, . . . , n}, Eq. (6) is equivalent to

V (a) = n ∧ V (b) = 0. (7)

We have to show that (7) and (5) are equivalent.

First, assume (5) is fulfilled. The conditions on Pi(b) in (5)
directly imply V (b) = 0, see (2). Since Pn is constant we
have Pn(a) = Pn(b) > 0. The second conditions in (5)
imply alternating signs Pn−1(a) < 0, Pn−2(a) > 0, . . .
in the Sturm sequence at the point a, i.e., V (a) = n.
Therefore, condition (7) is fulfilled.

Now, assume (7) is fulfilled. Then, all zeros lie in the real
interval (a, b) with a < b < 0. Hence, f is Hurwitz, i.e., all
coefficients must have the same sign. Because f is monic
we have a0 > 0 and therefore a0 = f(0) = P0(0) > 0. Since
there is no real root in (b, 0) we have V (b) = V (0) = 0.
Then, the conditions on Pi(b) in (5) are fulfilled. Again,
Pn is constant, i.e., Pn(a) > 0. Then, V (a) = n implies
the conditions on Pi(a) in (5). 2

2.4 Real Stable Zeros in an Infinite Interval

We want to discuss the condition, under which all zeros of
the polynomial (4) are real and stable. This corresponds
to the situation analyzed in Section 2.3 with a = −∞ and
b = 0. From (7) we obtain

V (−∞) = n ∧ V (0) = 0. (8)

In order to formulate conditions equivalent to (8) we
consider a polynomial

g(s) = gks
k + · · ·+ g1s+ g0

with g0 6= 0 and gk 6= 0. We denote the leading and the
trailing coefficient by

lcf(g) = gk (leading coefficient),
tcf(g) = g0 (trailing coefficient).

Based on these notations we are able to formulate the
conditions for real stability as follows:

Theorem 6. Consider the real polynomial (4) with the
Sturm sequence (P0, . . . , Pn). All zeros of the polyno-
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Table 1. Sturm sequence and sign changes of
example polynomial from Remark 7

sign(Pi(0)) sign(Pi(+∞))

P0(s) = s2 − 2s+ 2 + +
P1(s) = 2s− 2 − +
P2(s) = −1 − −
sign changes: V (0) = 1 V (+∞) = 1

mial (4) are simple and lie in the real interval (−∞, 0)
if and only if

n∧
i=0

tcf(Pi) > 0 ∧
n−1∧
i=0

lcf(Pi) > 0. (9)

Proof. We have to show that conditions (8) and (9) are
equivalent. For a Sturm sequence (P0, . . . , Pn) we clearly
have

Pi(0) = tcf(Pi), i = 0, . . . , n.

Similarly, we have

sign

(
lim

s→+∞
Pi(s)

)
= sign (lcf(Pi)) ,

since sign
(
lims→+∞ si

)
= +1 for i = 0, . . . , n. This im-

ples V (+∞) = SC(lcf(P0), lcf(P1), . . . , lcf(Pn−1), lcf(Pn)).
We also have sign

(
lims→−∞ si

)
= (−1)i, which im-

lies V (−∞) = SC((−1)n lcf(P0), . . . − lcf(Pn−1), lcf(Pn)).
Hence, we have

V (−∞) + V (+∞) = n. (10)

Therefore, condition (8) can equivalently be written as

V (0) = 0 ∧ V (∞) = 0 (11)

if no sign changes occur at zero and at infinity, respectively.
Since the polynomial (4) is monic, the trailing and leading
coefficients must be positive as stated in (9). 2

Remark 7. Note that condition (11) is not equivalent to

V (0)− V (+∞) = 0 (12)

corresponding to the sign definite condition (SDC) of f . To
illustrate this, consider the polynomial f(s) = s2− 2s+ 2.
Table 1 shows the Sturm sequence and the number of
sign changes. Clearly, condition (12) is fulfilled, but not
condition (11). In particular, the polynomial has a complex
conjugated pair of zeros at s = 1 ± j. Therefore, the
polynomial is neither stable nor real stable.

2.5 Parameter Dependency and Sturm-Habicht Sequence

We assume that the coefficients of the characteristic poly-
nomial (4) depend polynomially on some controller pa-
rameters k1, . . . , km, i.e., a0, . . . , an−1 ∈ R[k1, . . . , km].
The Sturm sequence is computed using polynomial di-
vision with remainder. As a consequence, although the
coefficients of the first two entries are polynomial, we
will generally get polynomials with rational coefficients.
In order to check the sign, we can transform the rational
entry as follows:

x

y
> 0 ⇐⇒ x · y > 0 (13)

⇐⇒ (x > 0 ∧ y > 0) ∨ (x < 0 ∧ y < 0). (14)

The formulation (14) yields conditions with polynomials of
lower degree compared to (13), which is advantages from
a computational point of view (see Section 3).

Alternatively, we could use a Sturm-Habicht sequence,
which is a generalization of the Sturm sequence (Habicht,
1948). The Sturm-Habicht sequence has the same sign
properties as the Sturm sequence but is computed based
on subdeterminants. As a consequence, the coefficients of
the involved polynomials are also polynomial w.r.t. the
controller parameters. Computational issues are discussed
in (Gonzalez-Vega et al., 1989; Abdeljaoued et al., 2009).

3. QUANTIFIER ELIMINATION

3.1 Mathematical Preliminaries

From a control-theoretic point of view, we are interested
in proper controller parameterization. Here, proper means
controller parameters that lead to a stable closed-loop
system with real roots of the resulting characteristic poly-
nomial. The existence of a suitable parameterization can
be formulated as a decision problem

∃k1, . . . , km : F (k1, . . . , km). (15)

The expression F (k1, . . . , km) is called quantifier-free for-
mula and results from a Boolean combination of atomic
formulas

ϕ(k1, . . . , km) τ 0,

with τ ∈ {=, <} and ϕ(k1, . . . , km) ∈ Q[k1, . . . , km],
where Q[k1, . . . , km] denotes the set of all polynomials
with rational coefficients. Following this terminology we
call (15) prenex formula. These prenex formulas are given
by

PF (V,U) := Q1u1, . . . , QlulF (U, V ) (16)

with Qi ∈ {∃,∀} and the quantifier-free expression
F (U, V ). The variables connected to quantifiers (U) are
called quantified and free otherwise (V ). Using known
theorems and conditions, we are often able to formulate
such prenex formulas. However, they are not suitable for a
concrete application, such as controller design like in our
case. We are more interested in a set of proper controller
parameters. These sets can be described by quantifier-free
formulas. So the question arises if there always exists a
quantifier-free equivalent to a given prenex formula and
how can we compute them? This leads us to the con-
cept of quantifier elimination (QE). The first question
is addressed by the following theorem, which is a direct
consequence of the Tarski-Seidenberg-Theorem (Tarski,
1948; Seidenberg, 1954).

Theorem 8. (Quantifier Elimination). For every real pre-
nex formula PF (V,U) exists an equivalent quantifier-free
formula H(V ).

3.2 Algorithms and Software

There are several approaches to tackle the second question.
The historically first approach was developed by Tarski
himself. Unfortunately, the computational effort of that
approach can not be bounded by any stack of exponentials
due to its inherent constructive basis. The first practi-
cal relevant algorithm is the cylindrical algebraic decom-
position (CAD) (Collins, 1974). This approach consists
of a sign-based decomposition in the Rn which leads to
semialgebraic sets, called cells. These cells are successively
projected from Rn to R1. This leads to semialgebraic sets
in R1 as well. Afterward, these sets are evaluated and
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the results are lifted back to the Rn. This approach is
applicable to arbitrary prenex formulas, but the computa-
tional complexity might increase doubly exponential in the
number of variables (Davenport and Heintz, 1988). How-
ever, nowadays applications other algorithms dominate.
Virtual substitution (VS) (Weispfenning, 1994) and Real
Root Classification (RRC) based approaches (Gonzalez-
Vega et al., 1989; Iwane et al., 2013) are to be mentioned
here. These algorithms have much better computational
properties.

The implementation of the aforementioned approaches is
a non-trivial task. Fortunately exists a bunch of tools for
handling QE problems. For common proprietary computer
algebra systems such as Mathematica and Maple, spe-
cialized toolboxes are available (Chen and Maza, 2016;
Yanami and Anai, 2007). Additionally, there exist open-
source tools like QEPCAD (Quantifier Elimination by
Partial Cylindrical Algebraic Decomposition) (Collins and
Hong, 1991). and QEPCAD B (Brown, 2003).

In this paper, we used the Reduce package Redlog for
quantifier elimination (Dolzmann and Sturm, 1997). The
calculation we carried out on a PC with a quad-core Intel R©

CoreTM with 3.40 GHz and 32 GiB RAM under Fedora
Linux 29.

3.3 Application to the Real Stabilization Problem

Now, we will apply quantifier elimination to the real stabi-
lization problem. Let be (4) the closed-loop characteristic
polynomial, where the coefficients depend controller pa-
rameters k1, . . . , km. To carry out an exact computation we
assume that these coefficients themselves are polynomials
over the field of rational numbers, i.e., a0, . . . , an−1 ∈
Q[k1, . . . , km]. Based on Theorem 6, the real stabilizability
of the system using the controller parameters k1, . . . , km
can be formulated as a prenex formula:

∃k1 · · · ∃km :

n∧
i=0

tcf(Pi) > 0 ∧
n−1∧
i=0

lcf(Pi) > 0. (17)

If quantifier elimination applied to the decision prob-
lem (17) yields true the controller parameters k1, . . . , km
can be computed as follows:

(1) Remove the quantifier for a variable ki. Then, ki
becomes a free variable.

(2) Calculate the admissible set via elimination of the
remaining quantifiers.

(3) Select a value for ki from this set.
(4) Continue with the next variable.

4. EXAMPLES

4.1 PID Control of a Second Order System

We consider a second order system

G(s) =
K

T 2s2 + 2dTs+ 1
with the transfer function G together with a PID controller

R(s) = KP +
KI

s
+KDs (18)

with the transfer function R. The stability of the closed-
loop system is discussed in Schrödel et al. (2015) using

parameter space methods. As in this paper we set K =
KP = T = 1, d = −0.5 resulting in the third-order closed-
loop characteristic polynomial

f(s) = s3 + a2s
2 + a1s+ a0

= s3 + (KD − 1)s2 + 2s+KI .
(19)

The stability conditions a0 > 0 ∧ a2 > 0 ∧ a1a2 − a0 > 0
result in

KI > 0 ∧ 2KD −KI − 2 > 0.

These linear inequalities describe a cone in the parameter
space.

Next, we want to compute the conditions for real stabi-
lization. The Sturm sequence resulting from (19) is shown
in Tab. 2. Clearly, the last element P3 is not polynomial
but in rational in the controller parameters KI and KD.

Alternatively, we compute the Sturm-Habicht sequence

P0(s) = s3 +KD s
2 − s2 + 2s+KI

P1(s) = 3s2 + (2KD − 2) s+ 2

P2(s) = 2
(
K2

D − 2KD − 5
)
s − 9KI + 2KD − 2

P3(s) = −27K2
I − 4K3

DKI + 12K2
DKI + 24KDKI

−32KI + 4K2
D − 8KD − 28,

where all elements are polynomial in the controller param-
eters. The real stability condition (9) from Theorem 6 can
be written as

KI > 0 ∧ 2
(
K2

D − 2KD − 5
)
> 0∧

− 9KI + 2KD − 2 > 0∧
−27K2

I−4K3
DKI +12K2

DKI +24KDKI

−32KI +4K2
D−8KD−28 > 0,

(20)

where we omitted trivial conditions resulting from con-
stants. To (20) we can apply quantifier elimination in
different scenarios. Quantifying both parameters Kd,KI

yields a decision problem

∃KD,KI : Cond. (20) ⇐⇒ true,

where QE confirms the solvability. To find bounds on the
parameter KI we only quantify KD and use KI as a free
variable:

∃KD : Cond. (20) ⇐⇒ KI > 0 ∧ 27K2
I − 8 < 0

⇐⇒ 0 < KI <
√

8/28 ≈ 0.5443.

Similarly, we calculate the bound on KD:

∃KI : Cond. (20) ⇐⇒ KD > 0 ∧K2
D − 2KD − 5 > 0

⇐⇒ KD > 1 +
√

6 ≈ 3.4495.

To verify these results, we calculated the eigenvalues
numerically and plotted the stability regions in Fig. 1. In
particular, the limits on the region of real stability match
the above calculations.

4.2 Proportional & PID Control of a Third Order System

Consider the third order system

G(s) =
6

(s+ 1)(s+ 2)(s+ 3)
(21)

discussed in (Dutoon et al., 1997, pp. 272). The design of
a proportional controller with R(s) = KP can be carried
out using the root locus method (see Fig. 2).

For practical reasons, we assume KP > 0. In Scilab, the
limit feedback gain for stabilization can be computed with
the function kpure, where we obtain KP = 10. Similarly,

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

4623



Table 2. Sturm sequence of polynomial (19) from Section 4.1

P0(s) = s3 +KD s2 − s2 + 2s+KI

P1(s) = 3s2 + (2KD − 2) s+ 2

P2(s) =
(2K2

D−4KD−10)s−9KI+2KD−2

9

P3(s) =
243K2

I+(36K
3
D−108K2

D−216KD+288)KI−36K2
D+72KD+252

4K4
D

−16K3
D

−24K2
D

+80KD+100

Fig. 1. Stability regions in the parameter space (Kd,KI)

the limit feedback gain for real stabilization can be cal-
culated with the function krac2. In this case, we obtain
KP ≈ 0.06415. We want to very this numerical result using
our approach. For the characteristic polynomial

f(s) = s3 + 6s2 + 11s+ 6KP + 6

of the closed-loop system under proportional control we
obtain the Sturm-Habicht sequence

P0(s) = s3 + 6s2 + 11s+ 6KP + 6,

P1(s) = 3s2 + 12s+ 11,

P2(s) = 6s− 54KP + 12,

P3(s) = 4− 972K2
P .

The real stability condition (9) yields

KP < 3−5/2 ≈ 0.06415002990995844, (22)

which confirms the numerical calculation.

In addition, we want to investigate the control of (21)
using a PID controller (18). The closed-loop system has
the fourth order characteristic polynomial

f(s) = s4 + 6s3 + 6KDs
2 + 11s2 + 6KP s+ 6s+ 6KI .

Fig. 2. Root locus of system (21)

The associated Sturm-Habicht sequence is too long to be
shown here. We want to compute the admissible range for
the proportional gain KP such that real stabilization is
possible for suitable values of KD and KI . This problem
can be formulated as follows

∃KD,KI : Cond. (17),

where KP is a free variable. QE yields the condition
KP + 1 > 0 ∧ 4KP − 5 < 0. Again, we assume KP > 0
for practical reasons. The possibility of an appropriate
adjustment of the additional controller parameters KD

and KI results in a significantly larger limit gain

KP <
5

4
= 1.25

for the proportional part compared to (22).

4.3 Proportional Control of a Further Third Order System

We consider the transfer function

G(s) =
5s

s(s+ 5)(s+ 1) + 5
=

5s

s3 + 6s2 + 5s+ 5
(23)

arising in the modelling of an antenna positioner (Dutoon
et al., 1997, pp. 294). Proportional control with R(s) =
KV corresponds to velocity feedback in the considered
system. With the Scilab function krac2 we obtain two
values KV ≈ 0.9849196 and KV ≈ 1.1528683 as limit
feedback gains for real stabilization. These limits can also
be obtained from the root locus shown in Fig. 3.

Again, we want to verify these results with our approach.
From (9) we obtain the conditions

KV > 0 ∧ 100K3
V + 120K2

V − 600KV + 379 < 0.

The admissible range of KV for real stabilization given by

0.9849196 / KV / 1.1528683

is consistent with the above mentioned results.

Fig. 3. Root locus of system (23)

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

4624



4.4 Static Output Feedback Control

The following example was the first application of quanti-
fier elimination to the static output feedback stabilization
problem (Anderson et al., 1975). We consider a linear time-
invariant state-space system with the matrices

A =

0 1 0

0 0 1

0 13 0

 , B =

0

0

1

 ,

C =

(
0 −5 1

1 1 0

)
, K =

(
k1 k2

)
.

(24)

We want to exploit real stabilizability. The closed-loop
system has the following characteristic polynomial

f(s) = det(sI − (A+BKC))

= a0 + a1s+ a2s
2 + s3

= k2 + (k2 − 5k1 − 13)s+ k1s
2 + s3.

(25)

From (25) we calculate the Sturm-Habicht sequence

P0(s) = s3 + k1 s
2 + k2s− 5k1s− 13s+ k2

P1(s) = 3s2 + 2k1s+ k2 − 5k1 − 13

P2(s) = (−6k2 + 2k21 + 30k1 + 78)s

+k1 k2 − 9k2 − 5k21 − 13k1
P3(s) = −4k32 + k21 k

2
2 + 78k1 k

2
2 + 129k22 − 14k31 k2

−416k21 k2 − 1794k1 k2 − 2028k2 + 25k41
+630k31 + 4069k21 + 10140k1 + 8788

The real stability condition (9) from Theorem 6 can be
written as

−5k1s− 13s+ k2 > 0 ∧ k2 − 5k1 − 13 > 0 ∧
−6k2 + 2k21 + 30k1 + 78 > 0 ∧
k1 k2 − 9k2 − 5k21 − 13k1 > 0 ∧
−4k32 + k21 k

2
2 + 78k1 k

2
2 + 129k22 − 14k31 k2

−416k21 k2 − 1794k1 k2 − 2028k2 + 25k41
+630k31 + 4069k21 + 10140k1 + 8788 > 0.

(26)

Quantifying both gain entries k1, k2 results in the decision
problem

∃k1, k2 : Cond. (26) ⇐⇒ true,

Quantifying only one variableat a time results in

∃k1 : Cond. (26)
⇐⇒ k32 − 201k22 − 1113k2 − 2197 > 0

⇐⇒ k2 > 10 · 182/3 + 27 · 181/3 + 67 ≈ 206.44

and
∃k2 : Cond. (26)
⇐⇒ k31 − 9k21 − 135k1 − 351 > 0

⇐⇒ k1 > 182/3 + 3 · 181/3 + 3 ≈ 17.73 .

5. CONCLUSIONS

In this paper, we have shown that the purely real sta-
bilization problem for fixed-structure controllers can be
solved by quantifier elimination. This approach can be seen
as an addition to existing parameter space methods, see
e.g. Hohenbichler and Abel (2006); Voßwinkel et al. (2019).
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