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Abstract: We consider the optimal multi-agent persistent monitoring problem defined for a team of agents on a set of nodes (targets) interconnected according to a fixed graph topology. The objective is to minimize a measure of mean overall node state uncertainty evaluated over a finite time interval. In prior work, a class of distributed threshold-based parametric controllers has been proposed where agent dwell times at nodes and transitions from one node to the next are controlled by enforcing thresholds on the respective node uncertainties. Under such a threshold policy, on-line gradient-based techniques are then used to determine optimal threshold values. However, due to the non-convexity of the problem, this approach leads to often poor local optima highly dependent on the initial thresholds used. To overcome this initialization challenge, in this paper, the asymptotic steady-state behavior of the agent-target system is extensively analyzed for a single-agent system and dense graphs. Based on the obtained theoretical results, a computationally efficient off-line greedy technique is developed to systematically generate initial thresholds. Extensive numerical results show that the initial thresholds obtained lead to significantly better results than the locally optimal solutions known to date.

1. INTRODUCTION

A persistent monitoring problem arises when a dynamically changing environment needs to be monitored by a set of mobile agents. In contrast to applications like sweep coverage and patrolling (Huynh et al., 2010) where every point in the environment is equally valued for agents to monitor, in many applications (Zhou et al., 2018, 2019) the motion of the agents must be focused around a finite set of “points of interest” which can be viewed as “data sources” or “targets” to be monitored consistently. This particular problem setting can be seen in applications of surveillance systems, environmental sensing, data collecting and also in energy management (Leahy et al., 2016; Trevathan and Johnstone, 2018; Meng et al., 2019).

The persistent monitoring problem considered in this paper is also focused on a finite number of known data sources (also called “targets”) located in a two-dimensional (2D) environment. In this setting, the goal of the agent team is to sense and collect information from each target to reduce an “uncertainty metric” associated with the target state. The behavior of a target uncertainty metric is such that it increases while no agent is present in the vicinity of the target and decreases when the target is being sensed by one or more agents in its vicinity. The underlying global objective is to minimize an overall measure of target uncertainties through controlling the agent trajectories.

Persistent monitoring in 1D environments has been addressed in (Zhou et al., 2018) by formulating an optimal control problem and showing that it can be reduced to a parametric optimization problem. This enables the use of Infinitesimal Perturbation Analysis (IPA) (Cassandras et al., 2010) to determine the gradients of the objective function with respect to the parameters and use gradient descent to determine their optimal values. For 2D environments, (Khazaeni and Cassandras, 2018) constrain agents to follow certain families of parametric trajectories (e.g., elliptical, Lissajous, Fourier) and use IPA to obtain an optimal solution within these families. However, as first pointed out in (Zhou et al., 2019), limiting the agent trajectories to such forms can lead to poor local optima.

To overcome the challenges mentioned above, a graph topology is adopted in (Zhou et al., 2019) where the targets and the feasible inter-target agent trajectories are abstracted as graph nodes and edges respectively. This abstraction has the added advantage of accounting for physical obstacles that might be present in the environment by constructing the graph accordingly. In this paradigm, an agent trajectory is fully characterized by a sequence of nodes to be visited and an associated dwell time to be spent at each visited node in the sequence. Therefore, the controller which optimizes a given objective should yield such a (target, dwell-time) sequence for all agents. Due to the complexity of this optimization problem, a class of distributed threshold-based parametric controllers is introduced in (Zhou et al., 2019) which characterizes agent transitions from one node to the next based on enforcing thresholds on respective node uncertainties. This parameterization enables the use of IPA to find optimal thresholds in an on-line manner using gradient descent. However, due to the non-convexity of the associated objective function, this often results in a poor local optimum highly dependent on the initial thresholds selected, which in (Zhou et al., 2019) are generated randomly.

This paper improves the solution approach proposed in (Zhou et al., 2019) by determining a set of high-performing thresholds to initialize the IPA-based gradient descent process so that an improved set of (still locally) optimal thresholds is subsequently obtained. This is accomplished by analyzing the
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asymptotic behavior of persistent monitoring systems on graphs where agents are constrained to follow periodic and non-overlapping sequences of nodes, also called “target-cycles”. Based on the obtained theoretical results, a computationally efficient off-line greedy approach is proposed to construct a high-performing set of agent trajectories on the given graph. Next, we translate the constructed trajectories into a set of thresholds which we use to initialize the IPA-based gradient descent. Extensive simulation results show that this initialization technique improves performance by large margins.

2. PROBLEM FORMULATION

Consider a two-dimensional mission space with $M$ targets (nodes) in the set $\mathcal{G} = \{1, 2, \ldots, M\}$ and $N$ agents in the set $\mathcal{A} = \{1, 2, \ldots, N\}$. Each target $i \in \mathcal{G}$ is located at a fixed position $X_i \in \mathbb{R}^2$. Each agent $a \in \mathcal{A}$ is allowed to move in the mission space, therefore, its trajectory is denoted by $\{s_a(t) \in \mathbb{R}^2, t \geq 0\}$. Target locations and initial agent locations are pre-specified. Each target $i \in \mathcal{G}$ has an associated uncertainty state $R_i(t) \in \mathbb{R}^2$ with the following properties: (i) $R_i(t)$ increases at a rate $A_i$ when no agent is visiting it, (ii) $R_i(t)$ decreases at a rate $B_i N_i(t) - A_i$, where $B_i$ is the uncertainty removal (data collection) rate by an agent and $N_i(t) = \sum_{a=1}^{N} I_a(s_a(t) = X_i)$ is the number of agents present at target $i$ at time $t$, and (iii) $R_i(t) \geq 0$, $\forall t \geq 0$. The target uncertainty state dynamics for any $i \in \mathcal{G}$ are

$$R_i(t) = \begin{cases} 0 & \text{if } R_i(t) = 0 \text{ and } A_i \leq B_i N_i(t), \\ A_i - B_i N_i(t) & \text{otherwise,} \end{cases}$$

with $A_i, B_i$ and $R_i(0)$ values pre-specified. As pointed out in (Zhou et al., 2019), this target uncertainty matrix model has an attractive queueing system interpretation where $A_i$, and $B_i N_i(t)$ can be thought of as an arrival rate and a controllable service rate respectively for each target (i.e., a node) in a queueing network.

In some persistent monitoring models (Zhou et al., 2018), each agent $a \in \mathcal{A}$ is assumed to have a finite sensing range $r_a > 0$ which allows it to determine whether $R_i(t)$ whenever $|s_a(t) - X_i| \leq r_a$. However, we follow the approach used in (Zhou et al., 2019) where $r_a = 0$ is assumed and $N_i(t)$ is used to replace the joint detection probability of a target $i \in \mathcal{G}$. As we will see, our analysis does not depend on the dynamic model of the agents.

The objective of this persistent monitoring system is to minimize a measure of mean system uncertainty $J_T$ (evaluated over a finite time horizon $T$), where

$$J_T = \frac{1}{T} \int_0^T \sum_{i=1}^M R_i(t) \, dt,$$

by controlling agent motion.

Graph Topology: We embed a directed graph topology $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ into the 2D mission space where the graph vertices represent the targets ($\mathcal{V} = \{1, 2, \ldots, M\} = \mathcal{G}$), and the graph edges ($\mathcal{E} \subseteq \{(i, j) : i, j \in \mathcal{V}\}$) represent inter-target trajectory segments (which may be curvilinear paths with arbitrary shapes so as to account for potential obstacles in the mission space) available for agents to travel. It is assumed that each edge $(i, j) \in \mathcal{E}$ has an associated fixed time value $\rho_{ij} \in \mathbb{R}_{\geq 0}$ which represents the amount of time that an agent has to travel from target $i$ to $j$. In general, $\rho_{ij}$ may depend on the agent dynamic model, target locations and any obstacles that may be present in the mission space. Also, we assume that if $(i, j) \in \mathcal{E}$, then, $(j, i) \in \mathcal{E}$ with $\rho_{ij} = \rho_{ji}$ (for simplicity only and no loss of generality). In this paradigm, the neighbor set $\mathcal{N}_i$ of target $i$ is defined as $\mathcal{N}_i = \{j : (i, j) \in \mathcal{E}\}$.

Under the assumed target dynamics in (1) and the agent sensing capabilities, it is intuitive that to minimize the objective $J_T$ in (2) each agent may dwell (i.e., remain stationary) only at each target that it visits in its trajectory. Further, according to the embedded target topology $\mathcal{G}$ which constrains the agent motion, when an agent $a \in \mathcal{A}$ leaves a target $i \in \mathcal{V}$ after finishing its dwelling period, its next target would be some $j \in \mathcal{N}_i$. It is clear that in order to minimize the objective $J_T$, the predefined $\rho_{ij}$ value should correspond to the minimum time an agent may take to travel between targets $i$ and $j$. This dwell-travel approach is intended to minimize the agent time spent outside of targets. When an agent $a \in \mathcal{A}$ arrives at a target $i \in \mathcal{V}$ it has to determine a dwell time $\tau_i \in \mathbb{R}_{\geq 0}$ and a next visit target $\nu_i \in \mathcal{N}_i$. After these two decisions are made, the same process repeats at the chosen next target. Therefore, the optimal approach to control the set of agents which minimizes the objective $J_T$ in (2) can be determined in the form of a set of optimal dwelling time and next visit target sequences. This is a challenging task even for the simplest problem configurations due to the nature of the search space.

Threshold based control policy: Similar to the framework proposed in (Zhou et al., 2019), we introduce a Threshold-based Control Policy (TCP). Under this TCP, each agent $a$ bases its decision sequence by adhering to a set of pre-specified parameters denoted by $\Theta^a \in \mathbb{R}^{M \times M}$ which serve as thresholds on the target uncertainties. Note that the $(i, j)^{th}$ parameter in the $\Theta^a$ matrix is denoted by $\theta^a_{ij} \in \mathbb{R}_{\geq 0}$, $\forall i, j \in \mathcal{V}$.

Let us denote the set of neighbors of a target $i$ which violates their thresholds (called active neighbors) when agent $a$ is residing in target $i$ at time $t$ by $\mathcal{N}^a_i(t) \subseteq \mathcal{N}_i$, where

$$\mathcal{N}^a_i(t) \triangleq \{j : R_i(t) > \theta^a_{ij}, j \in \mathcal{N}_i\}. \tag{3}$$

When agent $a$ arrives at target $i$ at time $t = t^*$, the dwell time $\tau^*_i$ spent at target $i$ is determined by: (i) the diagonal element $\theta^a_{ii}$ based on the threshold satisfaction condition $R_i(t) < \theta^a_{ii}$, and, (ii) the active neighbor existence condition $|\mathcal{N}^a_i(t)| > 0$ at $t = t^* + \tau^*_i$ (where $|\cdot|$ is the cardinality operator). Subsequently, agent $a$’s next visit target $\nu_i^a$ is chosen from the set of active targets $\mathcal{N}^a_i(t) \subseteq \mathcal{N}_i$ using the off-diagonal thresholds $\{\theta^a_{ij} : \in \mathcal{N}^a_i(t)\}$ at $t = t^* + \tau^*_i$. Formally,

$$\tau^*_i := \text{arginf}_{t \geq 0} \{R_i(t^* + \tau) < \theta^a_{ii} \& |\mathcal{N}^a_i(t^* + \tau)| > 0\}, \tag{4}$$

$$\nu^a_i := \text{argmax}_{v \in \mathcal{N}^a_i(t^* + \tau)} \{R_v(t^* + \tau^*_i - \theta^a_{iv})\}.$$ 

These update equations define the (dwell time, next target) sequences of agents under the TCP. The first condition in the $\tau^*_i$ expression in (4) ensures that agent $a$ will dwell at target $i$ until at least its own uncertainty $R_i(t)$ drops below $\theta^a_{ii}$; the second condition ensures that there exists at least one neighbor $v \in \mathcal{N}_i$ whose uncertainty $R_v(t)$ has increased beyond the threshold $\theta^a_{iv}$. According to the $\nu^a_i$ expression in (4), $\nu^a_i$ is the neighboring target of $i$ chosen from the set $\mathcal{N}^a_i(t^* + \tau^*_i) \subseteq \mathcal{N}_i$ with the largest threshold violation.

It is important to point out that under this TCP based on (3) and (4), we limit agents from using non-neighboring target state information. This enables each agent to operate in a distributed manner using only the state information obtained from the target where it currently resides and from its neighboring targets. An example target topology and an agent threshold matrix are shown in Fig. 1. By convention, when edges are missing in the graph, the respective off-diagonal entries become irrelevant.
Discrete event system view: Under the described TCP, the behavior of the persistent monitoring system is fully defined by the set of agent decision sequences

$$\mathcal{U}(\Theta) = \{(\pi^a(i), \Theta^a(i), \pi^b(i), \Theta^b(i)) : a \in \mathcal{A}, i(i) \in \mathcal{Y}, l = 1, 2, \ldots \}.$$ 

Here, $\Theta \in \mathbb{R}^{M \times S \times N}$ is the collection of all agent threshold matrices and $i(i) \in \mathcal{Y}$ is the $i$th target visited by agent $a$. Based on (4), the persistent monitoring system is a discrete event system (DES) (Cassandras and Lafortune, 2010) where the underlying event set consists of: (i) All possible agent arrivals/departures at/from targets, (ii) The instances where a target uncertainty reaches 0 from above, and (iii) The ‘start’ and ‘end’ events triggered respectively at $t = 0$ and $t = T$. The output of this DES can be considered as a vector $R^k = [R_l(t^k_l) \in \mathcal{Y} \in \mathbb{R}^M$ evaluated at all event times $\{t_k^k : k \in \{0, 1, \ldots, K\}\}$ with $i^0 = 0$ and $i^K = T$. Note that under a given TCP $\Theta$, the output trajectory of this DES is fully defined by the event times implied by (4).

Considering the dependence of both the state trajectory and the output trajectory on the chosen set of parameters $\Theta$, the performance metric $J_T$ in (2) depends on the parameters $\Theta$. Therefore, within the TCP of class agent controllers, we aim at determining an Optimal TCP (OTCP) $\Theta^*$ such that

$$\Theta^* = \arg\min_{\Theta > 0} J_T(\Theta) = \frac{1}{T} \sum_{l=0}^{K} \sum_{k=0}^{M} \int_{t^{l+1}_k}^{t^l_k} R_l(t) \, dt. \tag{5}$$

Differentiating the cost $J_T(\Theta)$ w.r.t. parameters $\Theta$ gives $\nabla J_T(\Theta) = \frac{1}{T} \sum_{l=0}^{K} \sum_{k=0}^{M} \int_{t^{l+1}_k}^{t^l_k} \nabla R_l(t) \, dt$, where $\nabla \equiv \partial \Theta$. It should be noted that even though event times are dependent on the TCP $\Theta$, when taking the derivative (Flanders, 1973), the effect of it gets canceled out since we have fixed $i^0 = 0$ and $i^K = T$ (Cassandras et al., 2010). Further, using the linear behavior of the target uncertainty dynamics in (1), and the way that we have designed our event space, following Lemma 1 in (Zhou et al., 2019) we can easily show that $\nabla R_l(t) = \nabla R_l(t^k_k)$, $\forall t \in (t^k_k, t^{k+1}_k]$. Therefore, the gradient $\nabla J_T(\Theta)$ becomes a simple summation: $\nabla J_T(\Theta) = \frac{1}{T} \sum_{l=0}^{K} \sum_{k=0}^{M} \nabla R_l(t^k_k) (t^{k+1}_k - t^k_k)$. In (Zhou et al., 2019), where the class of TCP controllers was introduced, the use of Infinitesimal Perturbation Analysis (IPA) (Cassandras et al., 2010) is extensively discussed so as to evaluate $\nabla R_l(t^k_k)$ (hence, $\nabla J_T(\Theta)$) on-line and in a distributed manner. This enables the use of a gradient descent algorithm:

$$\Theta^{l+1} = \Theta^{l} - \beta(\Theta^{l}) \nabla J_T(\Theta^{l}), \tag{6}$$

update to transform the TCP $\Theta$ iteratively. In (6), the projection operator $[\cdot]_+$ is selected such that it diminishes according to the standard conditions $\sum_{l=1}^{\infty} \beta(l) = \infty$ and $\lim_{l \to \infty} \beta(l) = 0$ (Bertsekas, 2016).

Initialization $\Theta(0)$: In (Zhou et al., 2019) a randomly generated set of values is used to initialize thresholds $\Theta(0)$ for (6). Due to the non-convexity of the objective function in (5), we expect that the resulting value of $\Theta$ when (6) converges depends on $\Theta(0)$. Therefore, identifying well-performing initial thresholds will generally provide significant improvements over the local minimum resulting from randomly selected ones. Motivated by this idea, we first investigate the structural and behavioral properties of the underlying system (under a few additional constraints). That knowledge is then used to construct a candidate for $\Theta(0)$.

3. ASYMPTOTIC ANALYSIS

It is proved in (Zhou et al., 2019) that in a single-agent persistent monitoring system it is optimal to make the target uncertainty $R_l(i) = 0$ on each visit of agent $a$ at target $i$. In other words, in the OTCP, $\Theta_a^0 = 0$. Moreover, experimental results in (Zhou et al., 2019) provide some intuition about better performing agent behaviors: (i) after a brief initial transient phase, each agent converges to a (steady-state) periodic behavior where it cycles across a fixed subset of targets, and, (ii) in this steady state, agents do not tend to share targets with other agents.

We now aim to use the aforementioned observations to efficiently (and in an off-line manner) construct better performing (favorable) agent trajectories which can then be used to derive a favorable candidate for $\Theta(0)$. This can provide a systematic initialization to the gradient descent scheme (6) so that it eventually converges to a $\Theta^*$ with much better performance compared to the random initialization approach used in (Zhou et al., 2019). Such favorable agent trajectories take the form of a target-cycle on the given graph. Therefore, we need to construct a set of target-cycles (one per agent) in the given graph topology. In this paper, we limit ourselves to single-agent persistent monitoring problems on sufficiently dense target topologies (generalizations are given in (Welikala and Cassandras, 2019)). More precisely, we consider a given target topology $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ to be a ‘sufficiently dense’ graph, if $\mathcal{G}$ is bi-triangular.

Definition 1. A directed graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ with $|\mathcal{V}| > 3$ is bi-triangular if for all $(i, j) \in \mathcal{E}$ there exist $k, l \in \mathcal{V}$ such that $(i, k), (j, l) \in \mathcal{E}, (i, l), (j, i) \in \mathcal{E}$, and $k \neq l$.

Assumption 1. (i) Only one agent is available, and (ii). The given target topology $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is bi-triangular.

In (Welikala and Cassandras, 2019), this assumption is relaxed with more general theoretical results developed based on the analysis in this paper. This enables eventually solving persistent monitoring problems with multiple agents on sparse graphs. Under Assumption 1, we only search for a single target-cycle (agent trajectory) in the given graph $\mathcal{G}$. Moreover, exploiting the assumed dense nature of the given graph, we propose an iterative greedy scheme to construct a high-performing target-cycle. This constructed agent trajectory is then transformed to a TCP $\Theta(0)$ for the subsequent use in gradient descent (6) to obtain an OTCP $\Theta^*$.

Analysis of an unconstrained target-cycle: A target-cycle is a finite sequence of targets selected from the given graph $\mathcal{G}$ such that the corresponding sequence of edges also exist in $\mathcal{E}$. The latter condition enables an agent to traverse such a target-cycle. An unconstrained target-cycle is a target-cycle with no target on it being repeated. We define the set $\mathcal{E}$ to include all possible unconstrained target-cycles on the graph $\mathcal{G}$.

A generic element of $\mathcal{E}$ (i.e., a generic target-cycle) is denoted by $\mathcal{E}_l = \{i_1, i_2, \ldots, i_m\} \subseteq \mathcal{E}$, where $i_j \in \mathcal{E}, j \in \{1, 2, \ldots, m\}$ and $m = |\mathcal{E}_l| \leq M$. The corresponding sequence of edges is denoted by $\xi_l = \{i_1, i_2, \ldots, (i_{m-1}, i_m)\} \subseteq \mathcal{E}$. Note that $\xi_l$ is fully defined by $\mathcal{E}_l$, and, vice versa.

Since we are interested in greedily constructing a target-cycle with a high-performing mean system uncertainty value (i.e., $J_T$...
in (2)), we need to have an assessment criterion for any given arbitrary target-cycle. Thus, we define the steady-state mean cycle uncertainty metric $J_{ss}(\Xi)$:

$$J_{ss}(\Xi) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \sum_{j \in \Xi} R_j(t) dt. \quad (7)$$

We now present an off-line technique to evaluate $J_{ss}(\Xi)$. For notational convenience, $\Xi$, and its targets are relabeled as $\Xi = \{1, 2, \ldots, n, n + 1, \ldots, m\}$ by dropping the subscript $i$ (see Fig. 2). We make the following assumption regarding an agent’s behavior on a target-cycle.

**Assumption 2.** After visiting a target $n \in \Xi$, the agent will leave it if and only if the target uncertainty reaches zero.

Here, the ‘only if’ component follows from the aforementioned result in (Zhou et al., 2019) that it is optimal to make the target uncertainty $R_i(t) = 0$ whenever the agent visits target $i$. The ‘if’ component restricts agent decisions by assuming the existence of an active neighbor to $i$ as soon as $R_i(t) = 0$ occurs in (4). Nonetheless, recalling that our focus is only on initializing $\Xi$ and setting $n \in \Xi$, the dwell time spent at a target $n$ is denoted $\rho_n$. Observe that travel times $\rho_n$ are independent of $k$ due to the embedded graph topology.

Under this notation, the trajectory of the target uncertainty $R_n(t)$ where $n \in \Xi$ is shown in Fig. 3. Using the triangle labeled XYZ (in Fig. 3), the dynamics of target $n$’s dwell time $\tau_{nk}$ (w.r.t. $k$) can be obtained as

$$(B_n - A_n) \tau_{nk+1} = A_n \left( \sum_{i=1}^n \rho_i + \sum_{i=1}^{n-1} \rho_i + \rho_n \right).$$

Defining $\alpha_k \triangleq \frac{B_n - A_n}{\rho_n}$, and setting $\rho_Z = \sum_{i=1}^n \rho_i$ to be the total cycle travel time, the above expression can be simplified as

$$- \sum_{i=1}^{n-1} \tau_{i,k+1} + \alpha_k \tau_{n,k+1} = \rho_Z + \sum_{i=1}^{m} \tau_{i,k}.$$  \quad (8)

Now, (8) can be written for all $n \in \{1, 2, \ldots, m\}$ in a compact form using the vectors $\bar{\tau} = [\tau_{1,k}, \tau_{2,k}, \ldots, \tau_{m,k}]^T$, $\bar{\alpha} = [\alpha_1, \alpha_2, \ldots, \alpha_m]^T$ and $\bar{\rho} = [\rho_1, \rho_2, \ldots, \rho_m]^T$ as follows:

$$\Delta_1 \bar{\tau}_k + \Delta_2 \bar{\tau} + \bar{\rho} \in \mathbb{R}^m,$$  \quad (9)

where $\Delta_2 \in \mathbb{R}^{m \times m}$ is the strictly upper triangular matrix with all non-zero elements being 1, and $\Delta_1 = \text{diag}(\bar{\alpha}) - \Delta_2$. The expression in (9) has the form of an affine linear system and describes the evolution of the agent’s dwell times at all the targets on the target-cycle $\Xi$ over the number $k$ of tours completed. To get an explicit expression for $J_{ss}(\Xi)$ in (7), we first need to establish the following two lemmas (due to space limitations, all proofs are provided in Welikala and Cassandras (2019)).

**Lemma 1.** When $\sum_{i=1}^m \frac{A_i}{\rho_i} < 1$, the system of equations given in (9) has a feasible equilibrium point $\tau_{eq}$ (reached at $k = k_{eq}$).

$$\tau_{eq} = \left( \frac{\rho_z}{1 - \sum_{i=1}^m \frac{A_i}{\rho_i}} \right) \bar{\rho}, \quad \text{i.e., } \tau_{neq} = \left( \frac{\beta}{1 - \sum_{i=1}^m \frac{A_i}{\rho_i}} \right) \bar{\rho}, \quad (10)$$

for all $n \in \Xi$ with $\rho_n \triangleq \frac{\beta}{\rho_i}$ and $\beta = [\beta_1, \beta_2, \ldots, \beta_m]^T$.

In order to establish the stability properties of $\tau_{eq}$ given by Lemma 1, we need make the following assumption.

**Assumption 3.** The matrix $\Delta_1 - \Delta_2$ is Schur stable.

We point out that all the eigenvalues of $\Delta_2$ are located at the origin as it is a strictly upper triangular matrix. Further, since $\Delta_1$ is a lower triangular matrix with diagonal elements being $\{\alpha_i : i \in \Xi\}$, the eigenvalues of $\Delta_1^{-1}$ are located at $\{\frac{1}{\alpha_i} : i \in \Xi\}$. Using the definition of $\alpha_k = \frac{B_n - A_n}{\rho_n}$, it is easy to show that $|\alpha_k| < 1 \iff 0 < \frac{\rho_n}{\bar{\rho}} < \frac{1}{\beta}$, which is less restrictive than the condition $\sum_{i=1}^m \frac{A_i}{\rho_i} < 1$ required in Lemma 1. Therefore, it seems reasonable to conjecture that the eigenvalues of $\Delta_1^{-1} - \Delta_2$ are located within the unit circle; however, to date, we have not provided a formal proof to the statement in Assumption 3.

**Lemma 2.** Under Assumption 3, the equilibrium point $\tau_{eq}$ given in Lemma 1 for the affine linear system (9) is globally asymptotically stable.

We now present our main theorem regarding the mean steady state cycle uncertainty in (7) achieved for the persistent monitoring system shown in Fig. 2.

**Theorem 1.** Under Assumptions 2 and 3 with $\sum_{i=1}^m \frac{A_i}{\rho_i} < 1$, the single agent unconstrained target-cycle achieves a steady state mean cycle uncertainty value

$$J_{ss}(\Xi) = \frac{1}{2} (B - \bar{A})^T \tau_{eq},$$  \quad (11)

where $\bar{B} = [B_1, B_2, \ldots, B_m]^T$, $\bar{A} = [A_1, A_2, \ldots, A_m]^T$, and $\tau_{eq}$ is given in (10).

Theorem 1 provides a computationally effective means of assessing off-line simple persistent monitoring configurations (like the one in Fig. 2). Hence its use in constructing high-performing target-cycles on a given $\mathcal{G}$ is discussed next.

4. GREEDY TARGET-CYCLE CONSTRUCTION

If $|\mathcal{G}|$ is small, Theorem 1 can be used to directly identify the best performing (steady state) target-cycle (via brute-force) $\Xi^* = \arg\min_{\Xi \in \mathcal{G}} J_{ss}(\Xi).$
with respect to the number of targets/edges in the graph \( \mathcal{G} \) (i.e., w.r.t. \(|V|\) or \(|E|\)). As a computationally efficient alternative, we propose to construct a sub-optimal target-cycle (say \( \Xi^\prime \)) as a candidate solution to (12) by following a specifically designed greedy scheme. In this scheme, each iteration search expands the current target-cycle (say \( \Xi \)) by adding an unvisited target \( i \in \mathcal{V} \backslash \Xi \) to it (\( \cdot \backslash \cdot \) represents the set subtraction operator). Subsequently, we transform the constructed \( \Xi^\prime \) to a set of corresponding TCP parameters which we then use as a candidate for \( \Theta^{(0)} \) in the gradient descent scheme (6). Therefore, getting the optimal target-cycle \( \Xi^* \) is not a necessity at this stage when compared to the importance of keeping efficient the overall offline process of getting a candidate \( \Theta^{(0)} \).

Let us define the finite horizon version of \( J_{ss}(\Xi_i) \) defined in (7) as the finite horizon mean cycle uncertainty \( J_{\tau}(\Xi_i) \):

\[
J_{\tau}(\Xi_i) = \frac{1}{T} \int_0^T \sum_{j \in \Xi_i} R_j(t) \, dt.
\]  

(13)

Note that this \( J_{\tau}(\Xi_i) \) metric is equivalent to the mean system uncertainty metric \( J_\tau \) defined in (2), when \( \Xi_i = \mathcal{V} \).

**Contribution of a neglected target:** A neglected target is defined as a target which is not visited by any agent during the entire time period \([0,T]\). Given the finite horizon nature of the objective function \( J_{\tau} \) in (2), if one or more targets are located remotely relative to the rest, then neglecting such remote targets might be preferable than to visiting them. The following lemma quantifies the contribution of such neglected targets to the objective \( J_{\tau} \).

**Lemma 3.** The contribution of a neglected target \( i \in \mathcal{V} \) to the mean system uncertainty \( J_{\tau} \) (defined in (2)) is \( \{ R_{i,0} + \frac{T \xi_i}{2} \} \).

**Assumption 4.** For any target-cycle \( \Xi \in \mathcal{C} \), the difference between the steady state mean cycle uncertainty \( J_{ss}(\Xi) \) (defined in (7)) and the finite horizon mean cycle uncertainty \( J_{\tau}(\Xi) \) (defined in (13)) is bounded by some finite constant \( K_\xi \in \mathbb{R}_{\geq 0} \), i.e., \( |J_{ss}(\Xi) - J_{\tau}(\Xi)| \leq K_\xi \).

In the greedy scheme, we use the \( J_{ss}(\cdot) \) metric defined in (7) to compare the performance of different target-cycles because it can be efficiently evaluated using Theorem 1. However, since we consider a finite horizon objective as in (2), the \( J_{\tau}(\cdot) \) metric defined in (13) is more appropriate in evaluating target-cycle performances. The above assumption states that \( J_{\tau}(\cdot) \) will always lie within \( J_{ss}(\cdot) \pm K_\xi \) and we observe that: (i) \( K_\xi \) is small when the steady state tour duration \( T_\Xi \) and the finite horizon \( T \) are such that \( T \gg T_\Xi \), and (ii) \( K_\xi \) is small if the dynamics of the steady state error of (9) are faster (i.e., when \( 0 \approx \frac{A_i}{B_i} < 1 \)).

**Target-cycle expansion operation:** Recall that we used the notation \( \Xi = \{i_1,i_2,\ldots,i_m\} \) to represent a target-cycle and \( \mathcal{X}_i = \{(i_1,i_2),\ldots,(i_{m-1},i_m)\} \) to represent the corresponding sequence of edges in \( \Xi \). Omitting the subscript \( i \) (for notational convenience), consider a target-cycle \( \Xi = \{1,2,\ldots,m\} \) with its respective edges sequence \( \mathcal{X} = \{(m,1),(1,2),\ldots,(m-1,m)\} \). In order to expand \( \Xi \) so that it includes one more target \( i \) selected from the set of neglected targets \( \mathcal{V} \backslash \Xi \), we have to: (i) remove one edge (say \( j \backslash l \in \mathcal{X} \)) chosen from \( \mathcal{X} \) and replace it with two new consecutive edges, and (ii) place target \( i \) inside \( \Xi \) according to this edge replacement. These two operations define a new (expanded) target-cycle \( \Xi^\prime \) (and \( \mathcal{X}^\prime \)) as shown in Fig. 4. The following theorem quantifies the estimated gain in the objective function due to such a target-cycle expansion in terms of \( J_{ss}(\cdot) \) given in Theorem 1. This gain due to an added target \( i \) is formally referred to as marginal gain and is denoted by \( \Delta J_{\tau}(i,|\xi_j|,\varepsilon) \) where \( \varepsilon \) is the edge removed from \( \xi_j \) to add the target \( i \in \mathcal{V} \backslash \Xi \) to \( \Xi \).

**Theorem 2.** Under Assumptions 1, 2 and 4, the estimated gain (reduction) in the objective function \( J_{\tau} \) due to the basic target-cycle expansion operation (shown in Fig. 4) is

\[
\Delta J_{\tau}(i,|\xi_j|,\varepsilon) = \left[ R_{i,0} + \frac{A_i T}{2} \right] + J_{ss}(\Xi) - J_{ss}(\Xi^\prime),
\]  

(14)

where \( \Xi^\prime \) is the expanded target-cycle. The associated estimation error of this term is \( \pm 2K_\varepsilon \).

**Greedy algorithm:** The greedy target-cycle construction scheme starts by conducting a brute-force search to determine the best target-cycle of length 2 (over \( \mathcal{G} \)). The obtained solution is then iteratively expanded by adding external targets. In each of such iterations, the optimum target to be added (and the edge to be removed) is determined via conducting a brute-force search - where the objective function takes the form (14). More details are provided in (Welikala and Cassandras, 2019).

5. SIMULATION RESULTS

The proposed persistent monitoring solution (including the improvements detailed in (Welikala and Cassandras, 2019)) and the solution given in (Zhou et al., 2019) have been implemented in a JavaScript web simulator which is available at http://www.bu.edu/codes/simulations/shiran27/PersistentMonitoring/.

A large collection of simulation results obtained under different problem settings can be found in (Welikala and Cassandras, 2019). Here, due to space limitations, we limit ourselves to the configuration shown in Fig. 5(a) where blue circles represent targets while black lines represent available edges that agents can take to travel between targets. Red triangles and yellow vertical bars respectively indicate agent locations and target uncertainty levels. However, since both of these quantities (\( s_{\chi}(t) \) and \( R_i(t) \)) are time-varying, we show their state only at the terminal time \( t = T \) when the best threshold matrix \( \Theta^0 \) (obtained from (6)) is used in the TCP. For comparison purposes, \( \Theta^* \) was determined using two methods: (i) The randomized initialization method proposed in (Zhou et al., 2019) and (ii) The greedy initialization method proposed in this paper.

The target parameters were chosen as \( A_i = 1, B_i = 10 \) and \( R_i(0) = 0.5, \forall i \in \mathcal{V} \). All targets have been placed inside a 600×600 mission space and their location coordinates are specified in each problem configuration figure. The time horizon was taken as \( T = 500 \). The first-order agent model (Zhou et al., 2019) was used (limiting each agent’s maximum speed to 50 units per second). The initial locations of agents were chosen such that they are uniformly distributed over the targets at \( t = 0 \). In cases where the initial TCP \( \Theta^{(0)} \) is randomly generated (i.e., to replicate (Zhou et al., 2019)), each finite element in \( \Theta^{(0)} \) is chosen from a uniform distribution over \([0,10]\). Finally, in (6), diminishing step sizes \( \beta(l) = 0.25 \sqrt{l} \) were used.
We have considered the optimal multi-agent persistent monitoring problem on a set of targets interconnected according to a fixed graph topology. We have adopted a class of distributed threshold-based parametric controllers where IPA can be used to determine optimal threshold parameters in an on-line manner using gradient descent. Due to the non-convex nature of the problem, optimal thresholds given by gradient descent highly depend on the initial thresholds. To address this issue, the asymptotic steady-state behavior of the persistent monitoring system is studied for a single agent and bi-triangular target configurations, leading to a computationally efficient and effective threshold initialization scheme. Ongoing work is directed at extending the analysis to multi-agent persistent monitoring and arbitrary, potentially sparse, graphs.
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