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Abstract: In this paper we consider (x, u)-flat nonlinear control systems with two inputs, and
show that every such system can be rendered static feedback linearizable by prolongations
of a suitably chosen (new) control. This result is not only of theoretical interest, but has
also important implications on the design of flatness based tracking controls. We show that a
tracking control based on quasi-static state feedback can always be designed in such a way that
only measurements of a (classical) state of the system, and not measurements of a generalized
Brunovsky state, as reported in the literature, are required.
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1. INTRODUCTION

The concept of flatness was introduced in control theory by
Fliess, Lévine, Martin and Rouchon, see e. g. Fliess et al.
(1992, 1995), and has attracted a lot of interest in the
control systems theory community. The flatness property
allows an elegant systematic solution of feed-forward and
feedback problems, see e. g. Fliess et al. (1995). Roughly
speaking, a nonlinear control system

ẋ = f(x, u) (1)

with dim(x) = n states and dim(u) = m inputs is flat,
if there exist m differentially independent functions yj =
ϕj(x, u, u1, . . . , uq), uk denoting the k-th time derivative
of u, such that x and u can be parameterized by y and its
time derivatives. For this parameterization we write

x = Fx(y, y1, . . . , yr−1)

u = Fu(y, y1, . . . , yr)

and refer to it as parameterizing map with respect to the
flat output y. For a given flat output, Fx and Fu are
unique. If the parameterizing map is invertible, i. e. y and
all the time derivatives of y present in the map can be
expressed solely as functions of x and u, the system is
static feedback linearizable. In this case we call y a lin-
earizing output of the static feedback linearizable system.
In contrast to the static feedback linearization problem,
which is completely solved, see Jakubczyk and Respondek
(1980), Nijmeijer and van der Schaft (1990), there are
many open problems concerning flatness. Early research
in the field of flatness can be found in e. g. Martin (1992),
Aranda-Bricaire et al. (1995), more recent research in
e. g. Schlacher and Schöberl (2013), Schöberl and Schlacher
(2014), Nicolau and Respondek (2017).

? The first author and the second author have been supported by
the Austrian Science Fund (FWF) under grant number P 32151 and
P 29964.

In this paper we confine ourselves to systems of the form
(1) with two inputs which are (x, u)-flat, i. e. systems which
possess a flat output of the form y = ϕ(x, u), which
may depend on u but not on time derivatives of u. We
assume that the systems we deal with have no redundant
inputs, i. e. rank (∂uf) = 2. Furthermore, we assume that
all functions we deal with are smooth.

It is well known that every flat system can be rendered
static feedback linearizable by an endogenous dynamic
feedback. If a flat output is known, such an endogenous
dynamic feedback can be constructed in a systematic way,
see e. g. Fliess et al. (1999). In the present paper, we deal
with the linearization by a special sub-class of endogenous
dynamic feedbacks, namely by (repeated) prolongations
of a suitable control. Systems that are linearizable by
one-fold prolongation of a suitable control are considered
e. g. in Nicolau and Respondek (2017), where a complete
solution of the flatness problem for this class of systems
is provided. The linearization by other restricted classes
of dynamic feedbacks is considered e. g. in Charlet and
Lévine (1989) and Charlet et al. (1991). Furthermore,
results on systems linearizable by prolongations of the
original inputs can be found in Sluis and Tilbury (1996),
Fossas and Franch (2000), Franch and Fossas (2005) and
Battilotti and Califano (2004). Further results on dynamic
feedback linearization of two-input systems can be found
in e. g. Califano and Battilotti (2005), some of the first
results on dynamic feedback linearization in e. g. Isidori
et al. (1986), Descusse and Moog (1987).

In the present contribution, we prove that every (x, u)-flat
system with two inputs is linearizable by prolongations of
a single (new) input after a suitable static feedback has
been applied.

This theoretical result concerning the linearization by
prolongations is very useful for the design of quasi-static
flatness based tracking controls. Tracking control based
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on exact linearization by a quasi-static state feedback can
be found in Delaleau and Rudolph (1998), and has the
advantage that it results in a static control law. However,
it requires measurements (or estimates provided by an ob-
server) of a generalized Brunovsky state (i. e. certain time
derivatives of the flat output), which can be problematic
in practice. In Kolar et al. (2017), it is shown that un-
der certain conditions, the measurements of a generalized
Brunovsky state can be replaced by measurements of a
(classical) state of the system. Based on our results, we
will show that for (x, u)-flat systems with two inputs this
is always possible.

In Section 2 we will introduce the notation used through-
out this paper. In Section 3 we will state some properties of
two-input (x, u)-flat systems which we will need in Section
4, where we present our main results. Section 5 is dedicated
to a practical application in flatness based tracking control
of the rather theoretical main results.

2. NOTATION

Let X be an n-dimensional smooth manifold, equipped
with local coordinates xi, i = 1, . . . , n. Its tangent bundle
and cotangent bundle are denoted by (T (X ), τX ,X ) and
(T ∗(X ), τ∗X ,X ). For these bundles we have the induced
local coordinates (xi, ẋi) and (xi, ẋi) with respect to the
bases {∂xi} and {dxi}, respectively. By ∂xh we denote the
m × n Jacobian matrix of h = (h1, . . . , hm) with respect
to x = (x1, . . . , xn) and by dω we denote the exterior
derivative of a p-form ω. The k-fold Lie-derivative of a
function ϕ along a vector field v is denoted by Lkvϕ. We
make use of the Einstein summation convention. We write
ϕjα for the α-th time derivative of ϕj and use multi-indices
to keep expressions involving many time derivatives short.
Let A = (a1, . . . , am) and B = (b1, . . . , bm) be two multi-
indices with aj ≤ bj , j = 1, . . . ,m, which we abbreviate
by A ≤ B. Then

ϕ[A,B] = (ϕ1
[a1,b1], . . . , ϕ

m
[am,bm])

where ϕj[aj ,bj ] = (ϕjaj , . . . , ϕ
j
bj

) and ϕ[0,A] = ϕ[A]. Addition

and subtraction of multi-indices is done component wise
and A ± c = (a1 ± c, . . . , am ± c) with an integer c, and
#A =

∑m
j=1 aj . By R = (r1, r2) we denote the unique

multi-index associated to a flat output of a system with
two inputs, where rj denotes the order of the highest
derivative of yj needed to parameterize x and u by this
flat output.

3. PRELIMINARIES

In the following we work on a manifold X × U[lu] with
coordinates (x, u, u1, . . . , ulu), where uα denotes the α-th
time derivative of the input u and lu is some large enough
but finite integer. Consider a function ϕ(x, u, u1, . . . , uγ)
on X ×U[lu]. As long as γ < lu, i. e. as long as lu is chosen
big enough, the time derivative of this function is given by
the Lie-derivative along the vector field

fu = f i(x, u)∂xi +

lu−1∑
α=0

ujα+1∂ujα .
(2)

In the following we assume that lu is chosen big enough
such that fu acts as time derivative on all functions
involved.

Consider a two-input (x, u)-flat system with a (x, u)-flat
output y = ϕ(x, u) and let us introduce a multi-index
K = (k1, k2), such that

L
kj−1
fu

ϕj = ϕjkj−1(x) , L
kj
fu
ϕj = ϕjkj (x, u) ,

i. e. kj denotes the relative degree of the component ϕj of
the flat output. Note that for a (x, u)-flat output where
ϕj = ϕj(x, u) actually depends on u, we have kj = 0.
Furthermore, similar as in Kolar et al. (2015) and Kolar
(2017), let us introduce the codistributions

BA = span{dϕ[A]} ∩ span{dx, du} .
For A ≤ K, because of span{dϕ[A]} ⊂ span{dx, du}, we
have BA = span{dϕ[A]}. Moreover, since span{dx, du} ⊂
span{dϕ[R]}, we have BR = span{dx, du}. These codistri-
butions form the sequence

BK ⊂ BK+1 ⊂ . . . ⊂ BR . (3)

(In Appendix A, this sequence is illustrated for a simple
model of a vehicle.) From now on, we exclude static feed-
back linearizable systems by assuming R > K. The fol-
lowing lemma provides a relation between the dimensions
of the codistributions within the sequence (3).

Lemma 1. For all β ≥ 0 with K + β < R, we have

dim(BK+β+1) = dim(BK+β) + 1 . (4)

Proof. Due to the functional independence of time deriva-
tives of a flat output, the codistribution BK+1 is given by

BK+1 = (BK ⊕ span{dϕ1
k1+1,dϕ

2
k2+1}) ∩ span{dx,du} .

The differentials dϕK+1 are of the form

dϕjkj+1 = . . .+ ∂ulϕ
j
kj

dul1 , (5)

where the case that all four coefficients ∂ulϕ
j
kj

are zero can

not occur due to the definition of K. Let us assume that
dim(BK+1) = dim(BK) holds, which means that there
does not exist a linear combination of the differentials (5)
such that the differentials du1 cancel out, i. e. the 2 × 2
Jacobian matrix ∂uϕK is regular. Since the differentials of
time derivatives of the functions ϕjkj are of the form

dϕjkj+β = dLβfuϕ
j
kj

= . . .+ ∂ulϕ
j
kj

dulβ ,

with the same coefficients ∂ulϕ
j
kj

as in (5), also from the

differentials ϕ[K+β], for arbitrary large β, no linear combi-
nations contained in span{dx, du}, which are not already
contained in BK , can be constructed. Thus, the assump-
tion dim(BK+1) = dim(BK) would imply dim(BK+β) =
dim(BK) for all β ≥ 0, but this is in contradiction to
BR = span{dx, du}. Thus, the 2×2 Jacobian matrix ∂uϕK
must be singular. On the other hand, by the definition of
K, none of the differentials dϕjkj+β , β ≥ 1 on its own

is contained in span{dx, du}, therefore, as soon as we deal
with codistributions with indices K+β, β ≥ 0, K+β < R,
the growth in dimension is exactly one with each increment
of the index. �

Another consequence of the fact that none of the differen-
tials dϕjkj+β , β ≥ 1 on its own is contained in span{dx,du}
is that the differences r1 − k1 = r2 − k2 are always equal.
The following lemma follows immediately from the proof
of Lemma 1.

Lemma 2. For every (x, u)-flat output y = ϕ(x, u) of the
two-input system (1), rank (∂uϕK) = 1 holds.

Proof. In the proof of Lemma 1, it turned out that the
2× 2 Jacobian matrix ∂uϕK is singular and that it is not
the zero matrix, thus its rank is one. �
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4. MAIN RESULTS

In the following two sections, we will first show that every
(x, u)-flat system with two inputs can be rendered static
feedback linearizable by a special sub-class of endogenous
dynamic feedback, namely prolongations of a single (new)
input after a suitable static feedback has been applied.
Then we will use this result to show that if a (x, u)-
flat output of a two-input system is known, a so called
generalized Brunovsky state for this system, with certain
properties that are very useful for flatness based tracking
control, can be constructed systematically.

4.1 Linearization by prolongations

In the following, we make use of the static feedback

ū1 = ϕ1
k1(x, u) , ū2 = g(x, u) , (6)

i. e. we define a derivative of the flat output as new input
and choose g(x, u) such that the Jacobian matrix of the
right hand side of (6) with respect to u is regular. We will
see that after applying this static feedback, the system can
be rendered static feedback linearizable just by prolonging
the new input ū1, i. e. preintegrating ū1 suitably often.
First, let us analyze the functions ϕ[R], i. e. the flat output
and its time derivatives as functions of x, u and time
derivatives of u in the new coordinates given by (6).

Theorem 3. After applying the static feedback (6), the flat
output and its time derivatives up to the order R in the
new coordinates (overlined for distinction) are given by

y[K−1] = ϕ̄[K−1](x)

yK =

[
ū1

ϕ̄2
k2(x, ū1)

]
yK+1 =

[
ū1

1

ϕ̄2
k2+1(x, ū1, ū1

1)

]
...

yR−1 =

[
ū1
r1−k1−1

ϕ̄2
k2+r1−k1−1(x, ū1, ū1

1, . . . , ū
1
r1−k1−1)

]
yR =

[
ū1
r1−k1

ϕ̄2
k2+r1−k1(x, ū1, ū2, ū1

1, . . . , ū
1
r1−k1)

]
,

(7)

where ū2 only occurs in the last line in ϕ̄2
k2+r1−k1 . Fur-

thermore, the map (7) is a diffeomorphism.

Proof. After applying the input transformation (6), the
flat output and its time derivatives up to order K in the
new coordinates are given by

y[K−1] = ϕ̄[K−1](x) = ϕ[K−1](x) ,

yK =

[
ū1

ϕ̄2
k2(x, ū1)

]
,

i. e. the time derivatives up to order K−1 are not affected
by this input transformation, since they do not depend on
the inputs, and the time derivatives of order K, because
of Lemma 2, only depend on ū1. Now let us assume that

yK+1 =

[
ū1

1

ϕ̄2
k2+1(x, ū1, ū2, ū1

1)

]
and thus

yK+2 =

[
ū1

2

ϕ̄2
k2+2(x, ū1, ū2, ū1

1, ū
2
1, ū

1
2)

]
,

i. e. we assume that ϕ̄2
k2+1 actually depends on ū2. Then

in dϕ̄2
k2+2, there necessarily occurs the differential dū2

1.

But this would imply that dim(BK+2) = dim(BK+1) since
there is no way to find a non-trivial linear combination of
the differentials dϕ̄K+2 containing neither dū1

2 nor dū2
1.

Thus, either K + 1 = R, i. e. BK+1 = span{dx, du}
is already the last codistribution of the sequence (3),
or ϕ̄2

k2+1 is actually independent of ū2, i. e. ϕ̄2
k2+1 =

ϕ̄2
k2+1(x, ū1, ū1

1). Continuing this argumentation also for

the functions ϕ̄2
k2+β , β ≥ 2, k2 + β < r2, it follows that

all of them are independent of ū2, i. e. that we actually
have ϕ̄2

k2+β = ϕ̄2
k2+β(x, ū1, ū1

1, . . . , ū
1
β), β + k2 < r2 and

ϕ̄2
r2 = ϕ̄2

r2(x, ū1, ū2, ū1
1, . . . , ū

1
r1−k1) is the only function

actually depending on ū2. Thus, in conclusion (remember
that r1 − k1 = r2 − k2 holds and thus k2 + r1 − k1 = r2)
we have the form (7).

In the following we show that (7) is actually a diffeo-

morphism y[R] = ˆ̄Fe(x, ū
1, ū2, ū1

[1,r1−k1]) from the man-

ifold X × Ū[(0,r1−k1)] with coordinates (x, ū[(0,r1−k1)]) to
the manifold Y[R] with coordinates y[R]. The functional
independence of the right hand sides of (7) follows directly
from the fact that time derivatives of a flat output up to
arbitrary order are functionally independent. What is left
to show is that the number of variables on the right hand
side coincides with the number of variables on the left hand
side. From (4), it follows that dim(BR) = dim(BK) +
r1 − k1. With dim(BK) = #K + 2 and dim(BR) =
dim(span{dx, du}) = n+ 2 we thus have

n+ 2 = #K + 2 + r1 − k1

and from this, together with r1 − k1 = r2 − k2, we obtain
the two equations

n−#K = r1 − k1 , n−#K = r2 − k2 . (8)

Their sum yields

2n− 2#K = #R−#K or n−#K = #R− n .

Comparing the left hand sides of the latter equation and
one of the equations in (8), it follows that r1−k1 = #R−
n. Thus, for the map (7), we have dim(x) + dim(u) +
dim(ū1

[1,r1−k1]) = n + 2 + #R − n = #R + 2 variables on

the right hand side, which because of dim(y[R]) = #R+ 2
indeed coincides with the number of variables on the left
hand side. �

The diffeomorphism (7) is just the inverse of the parame-
terizing map of the prolonged system

ẋ = f̄(x, ū1, ū2)

˙̄u1 = ū1
1

...

˙̄u1
r1−k1−1 = ū1

r1−k1

(9)

with the input (ū1
r1−k1 , ū

2), with respect to the flat output
y = ϕ(x, u), and since the parameterizing map of this
prolonged system is a diffeomorphism, it is static feedback
linearizable and y = ϕ(x, u) is a linearizing output of it.
These considerations can be summarized in the following
corollary.
Corollary 4. Every (x, u)-flat system with two inputs can
be rendered static feedback linearizable by #R − n pro-
longations of a suitably chosen (new) input (here ū1).
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4.2 Generalized Brunovsky states

For a detailed treatise on generalized states we refer to
Delaleau and Rudolph (1998), here, we will only outline
the essentials. Based on the results of the previous section,
in the following we will construct a generalized Brunovsky
state for the (x, u)-flat two-input system (1) that will fulfill
additional properties, which we will need in Section 5.
First, let us introduce the notion of a generalized state. As
in Kolar et al. (2017), we call an n-tuple x̃ = (x̃1, . . . , x̃n)
of functions

x̃i = Φ̃i(x, u, u1, . . . , uγ) (10)

with a regular Jacobian matrix ∂xΦ̃ a generalized state
of (1) and call the relation (10) a generalized state trans-
formation. A generalized Brunovsky state is a generalized
state of the special form

x̃B = (y1
[κ1−1], . . . , y

m
[κm−1])

with #κ = n where κ = (κ1, . . . , κm) (the flat output
and its time derivatives are indeed functions of x, u and
time derivatives of u). For flat systems such a generalized
Brunovsky state always exists, see Delaleau and Rudolph
(1998). The following theorem states that for (x, u)-flat
systems with two inputs, there always exists a generalized
Brunovsky state which fulfills additional properties, which
are useful for the design of tracking control laws as we will
see in Section 5.

Theorem 5. The n-tuple

x̃B = y[κ−1]

with κ = (k1, r2) is a generalized Brunovsky state
of the (x, u)-flat two-input system (1). For this gen-
eralized Brunovsky state, the properties κ ≤ R and
rank

(
∂x̃BFx(y[R−1])

)
= n, hold.

Proof. To show that the n components

y[κ−1] = (y, y1, . . . , yK−1︸ ︷︷ ︸
#K

, y2
k2 , y

2
k2+1, . . . , y

2
r2−1︸ ︷︷ ︸

r2−k2

)

of y[R−1], #κ = #K + r2 − k2 = n follows from (8),
form a generalized Brunovsky state of the system, we have
to show that x̃B = ϕ̄[κ−1] is a generalized state trans-
formation (10), i. e. that the Jacobian matrix ∂xϕ̄[κ−1]

is regular. This proof, as well as the proof of the ad-
ditional property rank

(
∂x̃BFx(y[R−1])

)
= n, is based on

the diffeomorphism (7). This diffeomorphism contains the

diffeomorphism y[R−1] = ˆ̄Fe,red(x, ū
1
[r1−k1−1]) from the

manifold X × Ū1
[r1−k1−1] with coordinates (x, ū1

[r1−k1−1])

to the manifold Y[R−1] with coordinates y[R−1], and is
given by

y[K−1] = ϕ̄[K−1](x)

yK =

[
ū1

ϕ̄2
k2(x, ū1)

]
yK+1 =

[
ū1

1

ϕ̄2
k2+1(x, ū1, ū1

1)

]
...

yR−1 =

[
ū1
r1−k1−1

ϕ̄2
k2+r1−k1−1(x, ū1, ū1

1, . . . , ū
1
r1−k1−1)

]
.

(11)

Its inverse can be considered as the parameterizing map
for the state (x, ū1

[r1−k1−1]) of the prolonged system (9)

and is given by

x = Fx(y[R−1])

ū1 = y1
k1

ū1
1 = y1

k1+1

...

ū1
r1−k1−1 = y1

r1−1 .

(12)

The proof of the regularity of ∂xϕ̄[κ−1] is based on
the Jacobian matrix of (11) and can be found in Ap-
pendix B. It is similar to the proof of the property
rank

(
∂x̃BFx(y[R−1])

)
= n, which is based on the Jacobian

matrix of (12), and which we present here. The Jacobian
matrix of (12) reads

∂y[R−1]
F̄e,red =

∂yFx ∂y1Fx . . . ∂yK−1
Fx ∂yKFx ∂yK+1

Fx . . . ∂yR−1
Fx

0 0 . . . 0 [1 0] 0 . . . 0
0 0 . . . 0 0 [1 0] . . . 0
...

...
...

...
...

...
0 0 . . . 0 0 0 . . . [1 0]


(13)

and since it is the Jacobian matrix of a diffeomorphism,
its columns (as well as its rows) are linearly independent.
For the Jacobian matrix ∂y[κ−1]

F̄e,red we obtain

∂y[κ−1]
F̄e,red =

[
∂y[κ−1]

Fx
0

]
(14)

and the columns of this matrix are just certain columns
of (13), which in turn are all linearly independent from
each other. The block of zeros underneath the Jacobian
matrix ∂y[κ−1]

Fx in (14) does not contribute to the rank

of ∂y[κ−1]
F̄e,red, thus the n columns of the n× n Jacobian

matrix ∂y[κ−1]
Fx are linearly independent, which means

∂y[κ−1]
Fx is regular. �

(The rather theoretical results of this section are also
illustrated on the vehicle model in Appendix A.)

Remark 6. In (6), instead of choosing ū1 = ϕ1
k1

(x, u) one

could also choose ū1 = ϕ2
k2

(x, u) and proceeding with this
choice, it follows that x̃B = y[κ−1] with κ = (r1, k2) is also
a valid generalized Brunovsky state which also possesses
the properties as in Theorem 5.

5. APPLICATION

The above results are useful for flatness based tracking
control. In Delaleau and Rudolph (1998) a method for
tracking control based on exact linearization by a quasi-
static state feedback is presented. This approach, in con-
trast to tracking control based on exact linearization by
an endogenous dynamic feedback, yields a static con-
trol law, but it requires measurements of a generalized
Brunovsky state (i. e. measurements of the flat output
and time derivatives of the flat output up to a certain
order). In Kolar et al. (2017) a method which allows the
use of measurements of the state of the system instead
of measurements of the generalized Brunovsky state is
presented. An open question is whether this method is
always applicable. In the following we will briefly cover
tracking control based on quasi-static state feedback, for
details see Delaleau and Rudolph (1998). Then we will
recapitulate the method presented in Kolar et al. (2017)
and will see that for (x, u)-flat systems with two inputs it
is always applicable.
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Flat systems can be exactly linearized by a quasi-static
state feedback, see Delaleau and Rudolph (1998). If a
generalized Brunovsky state is measured, the system can
be exactly linearized by the quasi-static state feedback

u = Fu(x̃B , v[R−κ]) , (15)

which is constructed from the map Fu by replacing y[κ−1]

by x̃B and y[κ,R] by the new input v = yκ and its time
derivatives up to order R− κ. The feedback

vj = yj,dκj −
κj−1∑
β=0

aj,β
(
yjβ − y

j,d
β

)
, (16)

where yd denotes the reference trajectory, results in the
linear tracking error dynamics

ejκj +

κj−1∑
β=0

aj,βejβ = 0 , (17)

where ej = yj − yj,d, and the roots of the characteristic
polynomials can be adjusted by the coefficients aj,β ∈ R.
The control law (15) contains the time derivatives v[R−κ]

of v, but those can be eliminated. The λ-th time derivative
vλ of v is given by

vjλ = yj,dκj+λ −
κj−1∑
β=0

aj,β
(
yjβ+λ − y

j,d
β+λ

)
, λ = 1, . . . , rj − κj ,

which follows directly from differentiating (16). Now re-
placing the time derivatives y[κ,R−1] of the flat output
which are not contained in x̃B by v[R−κ−1] results in the
system of linear equations

vj = yj,dκj −
κj−1∑
β=0

aj,β
(
yjβ − y

j,d
β

)
vj1 = yj,dκj+1 − aj,κj−1

(
vj − yj,dκj

)
−

κj−2∑
β=0

aj,β
(
yjβ+1 − y

j,d
β+1

)
...

vjrj−κj = . . . ,

(18)

which can be solved systematically from top to bottom for
the unknowns v[R−κ]. Substituting the solution for v[R−κ]

into (15) gives a control law of the form

u = α(x̃B , y
d
[R]) .

This kind of tracking control requires measurements of
the generalized Brunovsky state x̃B . The main idea of
the method presented in Kolar et al. (2017) to obtain
a control law independent of x̃B , is to replace x̃B by
solving x = Fx(y[R−1]) for x̃B . According to Theorem 5,
x̃B = y[κ−1] with κ = (k1, r2) is a generalized Brunovsky
state of the two-input system (1) with (x, u)-flat output
y = ϕ(x, u) and for this generalized Brunovsky state the
Jacobian matrix ∂x̃BFx(y[R−1]) is regular. The implicit
function theorem then guarantees that x = Fx(y[R−1])
can indeed locally be solved for x̃B as function of x and
y[κ,R−1], i. e. we obtain a relation of the form

x̃B = φ(x, y[κ,R−1]) (19)

and by replacing y[κ,R−1] in (19) by v[R−κ−1] we obtain

x̃B = φ̃(x, v[R−κ−1]) . (20)

The relation (20) is of the form

y1
[κ1−1] = ϕ̄1

[k1−1](x)

y2
[κ2−1] = (ϕ̄2

[k2−1](x), ϕ̄2
[k2,r2−1](x, v

1
[r2−k2−1])) ,

(21)

i. e. the components y1
[κ1−1] only depend on x, and v2 or

time derivatives of v2 do not occur at all. These properties
follow from κ1 − 1 < k1 and from r2 − κ2 − 1 < 0.

Substituting the relation (20) into (15) gives a control law
of the form

u = Fu(φ̃(x, v[R−κ−1]), v[R−κ]) . (22)

As before, we want to eliminate the time derivatives v[R−κ]

from the control law. For that, we replace y[κ−1] in (18)
by (20), respecting the special structure (21) of (20), to
obtain the equation system

v1 = y1,d
k1
−
k1−1∑
β=0

a1,β
(
ϕ̄1
β(x)− y1,d

β

)
v1

1 = y1,d
k1+1 − a

1,k1−1
(
v1 − y1,d

k1

)
−

k1−2∑
β=0

a1,β
(
ϕ̄1
β+1(x)− y1,d

β+1

)
...

v1
r1−k1 = . . .

v2 = y2,d
r2 −

r2−1∑
β=0

a2,β
(
ϕ̄2
β(x, v1, . . . , v1

β−k2)− y2,d
β

)
,

(23)

which again can be solved systematically from top to
bottom for the unknowns v[R−κ] as function of x and yd[R].

Inserting this solution for v[R−κ] into (22) yields a control
law of the desired form

u = α(x, yd[R]) ,

i. e. a control law which only depends on x and yd[R] and

results in the linear tracking error dynamics (17).

Roughly speaking, the above control law follows from
the parameterizing map u = Fu(y[R]) by replacing y[κ−1]

by x̃B , which in turn is expressed as function of x and
v[R−κ−1], and replacing y[κ,R] by v[R−κ]. The time deriva-

tives v[R−κ] are then expressed as functions of x and yd[R],

i. e. the solution of the equation system (23). In conclusion,
we replace y[R] in u = Fu(y[R]) by x and yd[R]. In Appendix

A, we derive such a control law for the planar VTOL
aircraft, which is also treated e. g. in Fliess et al. (1999),
Schöberl et al. (2010) or Schöberl and Schlacher (2011).

Remark 7. Instead of actually solving the parameteriza-
tion x = Fx(y[R−1]) for x̃B as function of x and y[κ,R−1]

and then replacing y[κ,R−1] by v[R−κ−1], there is another
way to obtain (20). The generalized Brunovsky state
x̃B = y[κ−1] is just a selection of certain time derivatives
of the flat output. Because of κ1 = k1, the components
y1

[κ1−1] = ϕ1
[κ1−1](x) are readily obtained as function of

x just by computing the corresponding time derivatives
up to the order κ1 − 1. The same holds for the compo-
nents y2

[k2−1] = ϕ2
[k2−1](x). By further time differentiation

we obtain the expressions for the remaining components

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

5557



y2
[k2,r2−1], but in those, besides x, also the inputs and

time derivatives of the inputs occur. However, if the input
transformation (6) is applied, because of (7), only ū1 and
time derivatives of ū1 occur. Also from (7), we can read off
ū1 = y1

k1
and since κ1 = k1 and y1

κ1
= v1, we have ū1 = v1.

Thus, all we have to do to obtain the components y2
[k2,r2−1]

as functions of x and v[R−κ−1], is to replace ū1 and time

derivatives of ū1 by v1 and time derivatives of v1, i. e. insert
ū1
α = v1

α for α = 0, . . . , r2 − k2 − 1.

Remark 8. The open questions concerning the applicabil-
ity of the method presented in Kolar et al. (2017) for the
general case of flat systems with m > 2 inputs are the
existence of a generalized Brunovsky state for which there
exists a relation of the form (20), and, if such a relation
exists, the solvability of the system of non-linear equations
obtained by inserting this relation into (18) .

6. CONCLUSION

We have shown that (x, u)-flat systems with two inputs
can be rendered static feedback linearizable by a special
sub-class of endogenous dynamic feedback, namely prolon-
gations of a suitably chosen (new) control. Future research
will cover the question whether also for (x, u)-flat systems
with m > 2 inputs a restriction to certain classes of
endogenous dynamic feedbacks is possible. Furthermore,
we have presented an application of this theoretical result
to the design of flatness based tracking controls. We have
shown that the method presented in Kolar et al. (2017) for
the design of a quasi-static tracking control, that uses mea-
surements of a classical state instead of measurements of a
generalized Brunovsky state, is always applicable. Future
research will cover the question whether this method is
also generally applicable for (x, u)-flat systems with m > 2
inputs.
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Appendix A. EXAMPLES

In the following we will illustrate some of the theoretical
results of the previous sections based on a simple model
of a vehicle, taken from Nijmeijer and van der Schaft
(1990), and an academic example taken from Schöberl
et al. (2010). Furthermore, we will derive a tracking control
law according to Section 5 for the planar VTOL aircraft.
In the following we use the abbreviations c(·) = cos(·),
s(·) = sin(·) and t(·) = tan(·).

Example 1. The simple vehicle model is given by

ẋ1 = s(x3)u1

ẋ2 = c(x3)u1

ẋ3 = u2 .

For this system, the vector field (2) reads

fu = s(x3)u1∂x1 + c(x3)u1∂x2 + u2∂x3+
lu−1∑
α=0

(u1
α+1∂u1

α
+ u2

α+1∂u2
α

) .

The position (x1, x2) is a x-flat output of this system, but
for demonstration purposes, let us proceed with the (x, u)-
flat output

y = (x1 + c(x3)u1︸ ︷︷ ︸
ϕ1(x,u)

, x2︸︷︷︸
ϕ2(x)

) ,

which is obtained from the x-flat output ȳ = (x1, x2) by
adding the time derivative of the second component to the
first one i. e. y1 = ȳ1 + ȳ2

1 , y2 = ȳ2. One verifies that the
parameterizing map with respect to this flat output is of
the form

x = Fx(y1
[1], y

2
[2])

u = Fu(y1
[2], y

2
[3]) ,

i. e. R = (2, 3). The function ϕ1 explicitly depends on an
input, thus k1 = 0. The function ϕ2 is independent of the
inputs, but

ϕ2
1 = Lfuϕ

2 = c(x3)u1

explicitly depends on an input, thus k2 = 1 and K =
(0, 1). The differentials dϕ1, dϕ2, dϕ2

1 form a basis for
the codistribution BK in (3), the complete sequence (3)
consists of the codistributions

BK = span{dx1,dx2, t(x3)u1dx3 − du1}
BK+1 = span{dx1,dx2,dx3,du1}
BK+2 = BR = span{dx, du} .

The input transformation (6) can be chosen as

ū1 = ϕ1
k1 = ϕ1 = x1 + c(x3)u1

ū2 = u2 .
(A.1)

In these coordinates the flat output and its time derivatives
up to the order R read

ϕ̄[K−1] : y2 = x2

ϕ̄K : y1 = ū1 , y2
1 = ū1 − x1

ϕ̄K+1 : y1
1 = ū1

1 , y2
2 = (x1 − ū1)t(x3) + ū1

1

ϕ̄K+2 = ϕ̄R : y1
2 = ū1

2 , y2
3 = (ū1 − x1)((1− ū2)t2(x3)

− ū2)− ū1
1t(x3) + ū1

2 ,

which is of the form (7), indeed, ū2 only occurs in the
last line in y2

3 . According to Theorem 5, x̃B = y[κ−1] with

κ = (k1, r2) = (0, 3), i. e. x̃B = y2
[2] = (y2, y2

1 , y
2
2) is a

generalized Brunovsky state of the system. Indeed, the
Jacobian matrix

∂xϕ̄
2
[2] =

 0 1 0
−1 0 0

t(x3) 0 (x1 − ū1)(1 + t2(x3))


is regular. According to Theorem 5, for this generalized
Brunovsky state also the Jacobian matrix ∂x̃BFx is regular.
One verifies that it is given by

∂x̃BFx =


0 −1 0
1 0 0

0
y2

2 − y1
1

(y1
1 − y2

2)2 + (y2
1)2

−y2
1

(y1
1 − y2

2)2 + (y2
1)2


and it is indeed regular.

Note that according to Remark 6, instead of the choice
(A.1), one could also choose

ū1 = ϕ2
k2 = ϕ2

1 = c(x3)u1 ,

together with a suitable complement, e. g. again ū2 = u2,
as input transformation. Furthermore, x̃B = y[κ−1] with

κ = (r1, k2) = (2, 1), i. e. x̃B = (y1
[1], y

2) = (y1, y1
1 , y

2) is

a generalized Brunovsky state of the system, which also
fulfills that the Jacobian matrix ∂x̃BFx is regular.

Example 2. Consider the system

ẋ1 = u1

ẋ2 = u2

ẋ3 =
√
u1u2 ,

with the (x, u)-flat output

y = (x2 − x1u2/u1, x3 − x1
√
u2/u1)

(unlike the vehicle model, this system does not possess an
x-flat output). The parameterizing map with respect to
this flat output is of the form

x = Fx(y1
[2], y

2
[2])

u = Fu(y1
[3], y

2
[3]) ,

i. e. R = (3, 3), and since both components of the flat
output y explicitly depend on the inputs, we have K =
(0, 0). The input transformation (6) can be chosen as

ū1 = x2 − x1u2/u1

ū2 = u2 .

The transformed system reads

ẋ1 =
x1

x2 − ū1
ū2

ẋ2 = ū2

ẋ3 =

√
x1

x2 − ū1
ū2

and according to Corollary 4, we can render this system
static feedback linearizable by #R − n = 3 prolongations
of the new input ū1, i. e. the prolonged system

ẋ1 =
x1

x2 − ū1
ū2 , ˙̄u1 = ū1

1

ẋ2 = ū2 , ˙̄u1
1 = ū1

2

ẋ3 =

√
x1

x2 − ū1
ū2 , ˙̄u1

2 = ū1
3

with the new input (ū2, ū1
3), is static feedback linearizable.
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Example 3. In the following we derive a tracking control
law for the planar VTOL aircraft, given by

ẋ = vx , v̇x = εc(θ)u2 − s(θ)u1

ż = vz , v̇z = c(θ)u1 + εs(θ)u2 − 1

θ̇ = ω , ω̇ = u2 .

It possesses the x-flat output ȳ = (x − εs(θ), z + εc(θ)).
Applying our method to derive a tracking control law for
this flat output is of course possible, but for demonstration
purposes, let us instead derive a tracking control law for
the (x, u)-flat output

y = (x− εs(θ) + c(θ)u1 − 1− εω2c(θ), z + εc(θ)) ,

which is obtained from the x-flat output ȳ by adding the
second time derivative of the second component to the first
one i. e. y1 = ȳ1 + ȳ2

2 , y2 = ȳ2. The parameterizing map
with respect to this flat output is of the form

x = Fx(y1
[3], y

2
[5])

u = Fu(y1
[4], y

2
[6]) ,

i. e. R = (4, 6) and one easily verifies that we have K =
(0, 2). For the input transformation (6) we can choose

ū1 = x− εs(θ) + c(θ)u1 − 1− εω2c(θ)

ū2 = u2 .
(A.2)

According to Theorem 5, x̃B = y[κ−1] with κ = (0, 6),

i. e. x̃B = y2
[5], is a generalized Brunovsky state of the

system, and this generalized Brunovsky state satisfies that
∂x̃BFx is regular. The regularity of ∂x̃BFx guarantees that
this generalized Brunovsky state can be expressed as a
function of x and y[κ,R−1] = y1

[3] = v1
[3], which follows as

x̃B = φ̃(x, v1
[3]) = (x̃0

B , . . . , x̃
5
B) ,

with
x̃0
B = z + εc(θ)

x̃1
B = vz − εωs(θ)

x̃2
B = v1 − x+ εs(θ)

x̃3
B = v1

1 − vx + εωc(θ)

x̃4
B = v1

2 − εc(θ) +
1

c(θ)
(ε+ (v1 − x+ 1)s(θ))

x̃5
B = v1

3 + εωs(θ) + (v1
1 − vx)t(θ)+

ω

c2(θ)
(v1 − x+ 1 + εs(θ))

by applying the input transformation (A.2), computing
the needed time derivatives y[κ−1] of the flat output

∂(x,ū1
[r1−k1−1]

)
ˆ̄Fe,sub =



∂xϕ̄[K−1] 0 0 0 . . . . . . . . . 0
0 1 0 0 . . . . . . . . . 0

∂xϕ̄
2
k2 ∂ū1 ϕ̄2

k2 0 0 . . . . . . . . . 0
0 0 1 0 . . . . . . . . . 0

∂xϕ̄
2
k2+1 ∂ū1 ϕ̄2

k2+1 ∂ū1
1
ϕ̄2
k2+1 0 . . . . . . . . . 0

...
...

0 0 0 0 . . . 0 1 0
∂xϕ̄

2
r2−2 ∂ū1 ϕ̄2

r2−2 ∂ū1
1
ϕ̄2
r2−2 ∂ū1

2
ϕ̄2
r2−2 . . . . . . ∂ū1

r1−k1−2
ϕ̄2
r2−2 0

0 0 0 0 . . . . . . 0 1
∂xϕ̄

2
r2−1 ∂ū1 ϕ̄2

r2−1 ∂ū1
1
ϕ̄2
r2−1 ∂ū1

2
ϕ̄2
r2−1 . . . . . . . . . ∂ū1

r1−k1−1
ϕ̄2
r2−1


(B.1)

in these coordinates and replacing the occurring time
derivatives ū1

[r2−k2−1] by v1
[r2−k2−1]. Together with y[κ,R] =

(y1
[4], y

2
6) = (v1

[4], v
2), we can replace y[R] in u = Fu(y[R])

to obtain a linearizing feedback of the form

u = Fu(φ̃(x, v1
[3]), v

1
[4], v

2) . (A.3)

What is left to do is to solve the equation system (23), in
this example given by

v1 = y1,d , v1
1 = y1,d

1

v1
2 = y1,d

2 , v1
3 = y1,d

3

v1
4 = y1,d

4 , v2 = y2,d
6 −

5∑
β=0

a2,β
(
x̃βB − y

2,d
β

)
.

Inserting its solution into (A.3) gives a control law of the
form

u = α(x, y1,d
[4] , y

2,d
[6] ) .

This control law results in the tracking error dynamics

e1 = 0 , e2
6 +

5∑
β=0

a2,βe2
β = 0 .

Appendix B. PROOF OF THEOREM 5

In Section 4, we only provided a part of the proof of
Theorem 5. Here we complete the proof by showing that
∂xϕ̄[κ−1] with κ = (k1, r2) is regular and thus x̃B = y[κ−1]

is indeed a valid generalized Brunovsky state of the (x, u)-
flat two-input system (1). The Jacobian matrix of (11)
is given by (B.1) below. Since it is the Jacobian matrix
of a diffeomorphism, its rows (as well as its columns)
are linearly independent. From the rows of (B.1) we can
construct the matrix

M =
[
∂xϕ̄[κ−1] 0

]
, (B.2)

i. e. the rows of M are linear combinations of the rows
of (B.1). Each row of M is constructed by taking one
line of (B.1) corresponding to one of the n components
of ϕ̄[κ−1] and combining it with the rows corresponding to
the components ϕ̄[κ,R−1]. The linear independence of the
rows of (B.1) implies the linear independence of the such
constructed n rows of M , i. e. rank (M) = n. The block of
zeros besides the Jacobian matrix ∂xϕ̄[κ−1] in (B.2) does
not contribute to the rank of M . Thus, the n rows of the
n× n Jacobian matrix ∂xϕ̄[κ−1] are linearly independent,
which means ∂xϕ̄[κ−1] is regular.
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