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1. INTRODUCTION

Dynamic programming (DP) is an established tool to solve optimal control problems in a diverse set of applications. Since the exact DP approach typically scales poorly with the dimensionality of the problem at hand, various approximation schemes have been developed over the years. For the case of linear multistage stochastic systems, for example, stochastic dual DP provides a remedy to the “curse of dimensionality” by constructing successively tighter upper and lower bounds to the exact value function of the DP (Pereira and Pinto, 1991). Moreover, this approach is able to provide stochastic guarantees on the performance of the approximation. However, current developments are mainly concerned with linear systems with piecewise-affine dynamics in Pereira and Pinto (1991) and in Shapiro (2011) or piecewise-quadratic value functions in Warrington et al. (2019). To the best of our knowledge, research on problems with discrete state-spaces has attracted only limited interest to date, see Zou et al. (2019).

In this paper, we extend the stochastic dual DP approach to value functions that are both submodular and concave extensible over a discrete domain. We define these properties more formally in Section 2. For any DP whose value function has these properties, we present a new algorithm that computes deterministic upper and stochastic lower bounds to the exact value function similar to stochastic dual DP theory.

Value functions with these properties arise, for example, in the revenue management problem in attended home delivery, i.e. the problem of finding the optimal pricing policy for a finite number of capacity-constrained delivery options. For this problem, Lebedev et al. (2019b) show that the value function is concave extensible and submodular under certain conditions. We provide a numerical example with parameters that stems from this application to show the effectiveness of our new algorithm. Our approach advances the approximate DP approach of Yang and Strauss (2017), who approximate the value function of the DP with an affine function, while our approximation takes the more expressive form of a piecewise affine function.

The paper is structured as follows: In the remainder of this section, we introduce some notational conventions. Section 2 formulates our problem of interest and the assumptions that our work builds upon. In Section 3, we present a novel algorithm to compute approximately optimal policies for discrete value functions under the imposed assumptions. Section 4 derives deterministic upper bounds and stochastic lower bounds to the exact value function and shows convergence of the algorithm in a finite number of iterations. In Section 5, we present a numerical example on a high-dimensional problem that cannot be solved by direct computation. Finally, Section 6 concludes the paper and provides some directions for future research.

Notation: Given some $s \in \mathbb{N}$, let $1_s$ be a column vector of all zeros apart from the $s$-th entry, which equals 1. Furthermore, let $1_0$ be a vector of zeros, i.e. $1_0 := 0$, and let $1$ denote a vector of ones. Let $\langle \cdot, \cdot \rangle$ denote the standard inner product of its arguments. Let $\Pr$ denote the probability operator and $E$ the associated expectation.

2. PROBLEM STATEMENT

We consider a discrete-space, discrete-time, finite horizon DP. Define discrete states $x \in X \subset \mathbb{Z}^n$ and continuous and/or discrete decision variables $d \in D \subset \mathbb{Z}^n \times \mathbb{R}^k$. Define the set $S := \{1, 2, \ldots, n\}$. Define the transition probability between two states $x$ and $y$ under decision $d$ as $P_{x,y}(d)$,
where we require $P_{x,y}(d) \geq 0$ for all $(x, y, d) \in X \times X \times D$. For all $x \in X$, we impose that $\sum_{y \in Y_{+(x)}} P_{x,y}(d) = 1$, where $Y_{+(x)} := \{x+1\}_{x \in S}(t)$. This requirement implies that transitions in $x$ are only possible in the positive direction and by at most a unit step along one dimension. Such models are typical for order-taking processes in revenue management (see Asdemir et al. (2009), Suh and Aydin (2011), Yang et al. (2016) and Yang and Strauss (2017)). Furthermore, we define a finite time horizon $T := \{1, 2, \ldots, l\}$, a stage revenue function $g : \mathbb{Z}^n \times \mathbb{Z}^n \times (\mathbb{Z}^n \times \mathbb{R}^k) \to \mathbb{R}$ and a terminal cost function $C : \mathbb{Z}^n \to \mathbb{R}$ to construct a DP of the following form:

$$V_t(x) := \max \left\{ \sum_{y \in Y_{+(x)}} P_{x,y}(d) \left(g(x, y, d) + V_{t+1}(y)\right) \right\}$$

$$\forall (x, t) \in X \times T,$$ where

$$V_{t+1}(x) = -C(x) \quad \forall x \in X.$$ (1)

It is not strictly necessary for $g$ to be independent of $t$ as long as the assumptions stated below can be satisfied. However, as our interest lies in time-independent problems and to ease notation, we ignore time-dependency of $g$ in this paper. To represent the DP in a more compact form, we define the operator $T$ over the relationship

$$V_t := TV_{t+1}, \text{ for all } t \in T.$$ (2)

We next introduce several definitions needed to express the assumptions that we impose on the DP in (1).

**Definition 1.** A function $f : \mathbb{Z}^n \to \mathbb{R}$ is said to be submodular if it satisfies

$$f(\max(y, z)) + f(\min(y, z)) \leq f(y) + f(z)$$

for all $(y, z) \in \mathbb{Z}^n \times \mathbb{Z}^n$, where the maximum and minimum are taken elementwise.

The following two definitions are commonly used in discrete convex analysis:

**Definition 2.** Let $a \in \mathbb{R}^n$ and $b \in \mathbb{R}$. Then the concave closure $\bar{f} : \mathbb{R}^n \to \mathbb{R} \cup -\infty$ of a function $f : \mathbb{Z}^n \to \mathbb{R} \cup -\infty$ is defined as (Murota and Shioura, 2001, (2.1))

$$\bar{f}(x) := \inf_{a,b} \{a^T x + b \mid a^T y + b \geq f(y) \quad \forall y \in \mathbb{Z}^n \} \quad \forall x \in \text{dom}(f).$$

**Definition 3.** A function $f : \mathbb{Z}^n \to \mathbb{R} \cup -\infty$ is concave extendible if and only if $f$ coincides with its concave closure $\bar{f}$, i.e. $f(x) = \bar{f}(x)$, for all $x \in \mathbb{Z}^n$ (Murota and Shioura, 2001, Lemma 2.3).

These definitions allow us to state the assumptions that we impose on the DP in (1):

**Assumption 1.** The function $C$ is submodular and concave extendible in $x$.

**Assumption 2.** The Bellman operator $T$ preserves concave extendibility and submodularity of any concave extendible and submodular value function, i.e. if $V_{t+1}$ is submodular and concave extendible, then $V_t$ also has these properties for all $t \in T$.

In Lebedev et al. (2019b, Theorem 2), it is shown that, under mild technical assumptions on the customer arrival rate, these assumptions are satisfied for the revenue management problem considered in Section 5.

### 3. PROPOSED APPROXIMATION ALGORITHM

We first state our proposed approximation procedure in Algorithm 1 below and subsequently describe the meaning of all symbols and the individual algorithm steps.

**Algorithm 1 Proposed approximation algorithm**

1. Initialise parameters: $X, D, F_{x,y}, g, C$ and $\imath_{\text{max}}$
2. Initialise $Q^0_{\imath}(x) \leftarrow \infty$, for all $(x, t) \in X \times T$
3. Initialise $Q^0_{\imath+1}(x) \leftarrow -C(x)$, for all $x \in X$
4. for $i \in \{1, 2, \ldots, \imath_{\text{max}}\}$ do
   5. $x^i_1 \leftarrow 0$
   6. for $t \in T$ do $\triangleright$ “Forward sweep”
      7. $d^i_t \leftarrow \arg\min_{d \in D} \left\{ \sum_{x, y \in Y_{+(x)}} P_{x,y}(d) \left(g(x, y, d) + Q^i_{\imath+1}(x^i_{t+1})\right) \right\}$
      8. $x^i_{t+1} \leftarrow x^i_t + \text{sample} \left\{ P_{x^i_t, x^i_{t+1}}(d_t) \right\}_{x^i_t}$
   9. end for
   10. $l(i) \leftarrow \sum_{x, y \in Y_{+(x)}} g(x, y, d^i_t) - C(x^i_t)$
   11. while $t > 1$ do $\triangleright$ “Backward sweep”
      12. $Z(x^i_{t+1}) \leftarrow \left\{ x^i_{t+1} + 1_{s=1} \right\}_{(s,t) \in \mathbb{S}(U(0)) \times \mathbb{S}(U(0))}$
      13. if $Q^i_{\imath+1}$ is submodular on $Z(x^i_{t+1})$ then
         14. $H^* \leftarrow \text{unique hyperplane through } \left\{ (y, (TQ^i_{\imath+1})(y)) \right\}_{y \in Y_{+(x^i_{t+1})}}$
      15. else
         16. $j^* \leftarrow \arg\min_{j \in J^i_{\imath+1}} \left\{ (TQ^i_{\imath+1})(x^i_{t+1}) \right\}$
         17. $H^* \leftarrow T^{j^*-1}$
      18. end if
      19. $Q^i_t \leftarrow \min \{ H^*, Q^i_{\imath+1} \}$
      20. $l \leftarrow l - 1$
   21. end while
   22. $u(i) \leftarrow Q^i(0)$
23. end for

Inspired by stochastic dual DP (Shapiro, 2011), the main idea of our algorithm is to alternate between generating sample paths in “forward sweeps” and refining the value function in “backward sweeps”. The following sections describe this procedure in detail.

#### 3.1 Initialisation

We first initialise all parameters of the DP in (1). Denote the maximum number of iterations by $\imath_{\text{max}} \in \mathbb{N}$ and let $I := \{0, 1, \ldots, \imath_{\text{max}}\}$. Let the value function approximation $Q^i_t$ for all $(i, t) \in I \times T$ be represented as the pointwise minimum of a finite number of affine functions, i.e.

$$Q^i_t(x) := \min_{j \in \{0, 1, \ldots\}} H^i_t(x), \text{ for all } x \in X,$$ (4)

where $H^i_t : X \to \mathbb{R}$ describes a hyperplane, i.e.

$$H^i_t(x) := \langle a^i_t, x \rangle + b^i_t, \text{ for all } x \in X,$$ (5)

where $a^i_t \in \mathbb{R}^n, b^i_t \in \mathbb{R}$ for all $(i, j) \in T \times I$. We characterise the set of supporting hyperplanes at $x$ as

$$J^i_t(x) := \arg\min_{j \in \{0, 1, \ldots\}} \left\{ \langle a^i_t, x \rangle + b^i_t \right\}$$ (6)

for all $(x, i, t) \in X \times I \times T$. We construct $Q^i_t$ as a successively tighter upper bound of $V_t$ (as $i$ increases), i.e.
Fix any iteration \(i \in I \setminus \{0\}\). In each “backward sweep”, we first check if \(Q_{i+1}^{-1}\) is submodular on \(Z(x_{i+1}^t)\) by computing the sign of (3) for all pairs of points \((y, y') \in Z(x_{i+1}^t) \times Z(x_{i+1}^t)\), such that \(y \neq y'\). If the inequality in (3) holds for all these points, we locally compute the exact DP stage problem on the set \(Y_{i+1}(x_{i+1}^t)\) and then construct the hyperplane through \(\{(y, (TQ_{i+1}^{-1})(y)) \}_{y \in Y_{i+1}(x_{i+1}^t)}\). Then, the resulting added hyperplane is necessarily an upper bound to \(V_t(x)\) for all \(x \in X\), which we show in Section 4.

In the opposite case, we need to compute a submodular upper bound on \(Q_{i+1}^{-1}\), which is readily given by the hyperplanes from which \(Q_{i+1}^{-1}\) is constructed. Therefore, we select the hyperplane \(H_{i+1}^{-1}\) that minimises the value at the evaluation point \(x_{i+1}^t\), which therefore locally creates the tightest upper bound. It may be possible to construct other submodular upper bounds to non-submodular \(Q_{i+1}^{-1}\), however, steps 16 and 17 of Algorithm 1 offer a simple implementation. Finally in step 18, we update the value function approximation as the pointwise minimum of the approximation from the previous iteration and the newly constructed hyperplane. We also compute an upper bound, \(u(i)\) for all \(i \in I \setminus \{0\}\), on the total expected profit \(V_t(0)\). We show that this is indeed an upper bound in Section 4.

4. THEORETICAL RESULTS

In this section, we show our main theoretical results on bounds on the exact value function and convergence properties of Algorithm 1.

**Proposition 1.** Under Assumptions 1 and 2, the approximate value function is an upper bound to the exact value function, i.e. \(Q_t^i(x) \geq V_t(x)\) for all \((x, i, t) \in X \times I \times T\).

**Proof.** We show this result by induction on \(t\). In the base case, i.e. at the terminal condition, we have \(Q_t^{i+1} = V_{i+1}(x) = -C(x)\) for all \(i \in I\), which satisfies the proposition trivially by Assumption 1. Now assume for an induction hypothesis that \(Q_t^{i+1}(x) \geq V_{i+1}(x)\) for some \((i, t) \in I \times T\) and for all \(x \in X\). Fix any \(x \in X\) and distinguish the two cases of the if-statement in step 13 of Algorithm 1.

**Case I:** Suppose that \(Q_t^{i+1}\) is submodular on \(Z(x_{i+1}^t)\). Then \(H^*\) is the hyperplane through the set of points \(\{(y, (TQ_{i+1}^{-1})(y)) \}_{y \in Y_{i+1}(x_{i+1}^t)}\). By (4), \(Q_t^{i+1}\) is concave extensible since it is the pointwise minimum of a finite number of hyperplanes. Hence, we invoke Assumption 2 to conclude that \(TQ_t^{i+1}\) is concave extensible and submodular. As shown by Lebedev et al. (2019b, Appendix B.4), this implies that the hyperplane \(H^*\) is a separating hyperplane, i.e. \(H^*(x) \geq TQ_t^{i+1}(x)\) for all \(x \in X\). Define \(d^V\) to be the maximiser of (1) and define \(d^H\) to be the maximiser of (1) with \(V_{i+1}(y)\) replaced by \(Q_t^{i+1}(y)\). We now show that the Bellman operator of the DP preserves the inequality \(Q_t^{i+1}(x) \geq V_{i+1}(x)\), i.e. \(TQ_t^{i+1}(x) \geq TV_{i+1}(x)\). To this end, fix any \(x \in X\) and consider

\[
(TQ_t^{i+1})(x) = g(x, d^2) + \sum_{y \in Y_{i+1}(x)} P_{x,y}(d^2)Q_t^{i+1}(y)
\]

\[
\geq g(x, d^V) + \sum_{y \in Y_{i+1}(x)} P_{x,y}(d^V)Q_t^{i+1}(y)
\]

\[
\geq g(x, d^V) + \sum_{y \in Y_{i+1}(x)} P_{x,y}(d^V)W_{i+1}(y)
\]

\[
= (TV_{i+1})(x),
\]

where the first inequality follows from the supoptimality of \(d^V\) for \((TQ_{i+1}^{-1})(x)\) and the second inequality follows from the induction hypothesis.

**Case II:** Now suppose that \(Q_t^{i+1}\) is not submodular on \(Z(x_{i+1}^t)\). Then

\[
H^* \in \{ TH_{i+1}^{-1} \mid j \in J_{i+1}^t \},
\]

Furthermore, by (4) and the induction hypothesis, we have

\[
H_{i+1}^{-1}(x) \geq Q_{i+1}^{-1}(x) \geq V_{i+1}(x), \text{ for all } (x, j) \in X \times J_{i+1}^t.
\]

We will now show that all elements of the set in (8) constitute upper bounds on \(TV_{i+1}\). To this end, fix any \((x, j) \in X \times J_{i+1}^t\). Define \(d^H\) to be the maximiser of (1) with \(V_{i+1}(y)\) replaced by \(H_{i+1}^{-1}(y)\). We can show that the Bellman operator of the DP preserves the inequality \(Q_t^{i+1}(x) \geq V_{i+1}(x)\) using a similar argument as before, i.e.

\[
(TH_{i+1}^{-1})(x) \geq (TV_{i+1})(x),
\]

which follows from the suboptimality of \(d^V\) (see Case I) for \((TH_{i+1}^{-1})(x)\) and the fact that \(H_{i+1}^{-1}(x) \geq V_{i+1}(x)\) (see (9)). Therefore, we conclude that \(H^*(x) \geq TV_{i+1}(x)\) for all \(x \in X\) in the second case as well.

Since both cases lead to an upper bound, i.e. \(H^*(x) \geq TV_{i+1}(x)\) for all \(x \in X\), we infer that

\[
Q_t^i(x) = \min \{ H^*(x), Q_t^{i+1}(x) \} \geq TV_{i+1}(x)
\]

for all \(x \in X\). This concludes our induction argument and shows that \(Q_t^i(x) \geq V_t(x)\) for all \((x, i, t) \in X \times I \times T\).
Corollary 2. Under Assumptions 1 and 2, \( u(i) \) is an upper bound to the total expected profit, i.e. \( u(i) \geq V_i(0) \) for all \( i \in I \setminus \{0\} \).

**Proof.** This result follows immediately from Proposition 1 and by observing that \( u(i) = Q_{i}^{0}(0) \) for all \( i \in I \setminus \{0\} \) from step 22 of Algorithm 1.

**Proposition 3.** In expectation, \( l(i) \) is a lower bound to the total profit, i.e. \( \mathbb{E}[l(i)] \leq V_i(0) \) for all \( i \in I \setminus \{0\} \).

**Proof.** This must be the case since for any \( i \in I \setminus \{0\} \), the value of \( l(i) \) is obtained from suboptimal decisions \( d_{i} \) for all \( t \in T \), due to the use of \( Q_{i+1}^{t-1} \) instead of the exact (yet unavailable) \( V_i(t+1) \) in line 7 of Algorithm 1. It follows that \( d_{i} \) is not a maximiser of the exact DP in (1), which, by the principle of optimality, implies that the expected value accumulated under this suboptimal policy will not be greater than the value obtained under the optimal policy. Hence, \( \mathbb{E}[l(i)] \leq V_i(0) \) for all \( i \in I \setminus \{0\} \).

The stochastic dual DP algorithm converges asymptotically in \( t \) to the exact value function (Shapiro, 2011). We can strengthen this result for our algorithm by exploiting the fact that the set of states \( X \) is finite. Hence, the proposed algorithm converges in a finite number of steps under the following additional assumption.

**Assumption 3.** If Algorithm 1 produces a sample path in iteration \( i \) that contains a state-time pair \((x, t) \in X \times T\), for which the exact value function has already been computed, i.e. if \( Q_{i+1}^{t-1}(x,t+1) = V_i(x,t+1) \), then the state \( x_{t+1}^{i} \) is resampled in step 8 by randomly selecting a state for which the exact value function has not yet been reached.

**Proposition 4.** Under Assumptions 1, 2 and 3, the gap \( u(i) - \mathbb{E}[l(i)] \) for all \( i \in I \setminus \{0\} \) converges to 0 in at most \( l[X] \) iterations of Algorithm 1.

**Proof.** We will show the proposition by induction on \( t \). Consider the base case, when \( Q_{i+1}^{0}(x) = V_i(x) \) for all \( x \in X \). Then notice that in the “backward sweep”, the proposed algorithm computes the Bellman equation from \( t+1 \rightarrow t \) exactly for every \( x \in X \). This is because \( Q_{i+1}^{t} \) is submodular by Assumption 1 and hence, the if-statement in step 13 of Algorithm 1 is true. By Assumption 3, \( x_{t+1}^{i} \) is resampled if for the time step transition \( t+1 \rightarrow t \), the algorithm has not converged to the exact value function at \( t \) yet. Therefore, the value function is computed exactly at all \( x \in X \) for the time step transition \( t+1 \rightarrow t \) after at most \( |X| \) iterations of the proposed algorithm, i.e. \( Q_{i}^{t}(x) = V_i(x) \) for all \( x \in X \), where \( i \leq |X| \).

Now suppose by means of an induction hypothesis that for some \((t,i) \in T \times I\), \( Q_{i+1}^{t}(x) = V_i(x) \) for all \( x \in X \). Then by Assumptions 1 and 2, \( V_i(x) \) is submodular and hence, \( Q_{i+1}^{t} \) is also submodular. By a similar argument to the base case, the proposed algorithm computes the exact value function for the time step transition \( t+1 \rightarrow t \) in another \( i \leq |X| \) iterations.

Hence, we conclude that for every time step transition, the proposed algorithm needs at most \( |X| \) iterations to compute the exact value function for any one time step \( t \in T \), which gives at most \( l[X] \) iterations for the total time horizon. Hence, after any \( k \geq l[X] \) iterations, \( Q_{i}^{t}(x) = V_i(x) \) for all \((x,t) \in X \times T\). Therefore, both \( \mathbb{E}[l(k)] = V_i(0) \), as well as \( u(k) = Q_{i}^{0}(0) = V_i(0) \), which finally implies that \( \mathbb{E}[l(k)] = u(k) \) for all \( k \geq l[X] \) iterations.

Note that in practice it is likely to take an unacceptably large number of iterations for the algorithm to converge to the exact value function due to the large number of states \(|X|\). Since the value function is computationally expensive to calculate for all states, we seek to generate closer approximations at points that are likely to be visited, i.e. points on the sample path, and to use this information to save on approximation accuracy for less likely samples.

Our ultimate objective is to solve problems with huge state spaces (e.g. \(|X| \approx 10^{20}\)) and long time horizons (e.g. \(|T| \approx 10^4\)). In such scenarios, the need to resample the state as detailed in Assumption 3 becomes negligible, because the required number of iterations to reach convergence is much larger than the maximum acceptable number of iterations. Therefore, from a practical point of view, we do not resample to satisfy Assumption 3. In this case, the proposed algorithm only asymptotically converges to the exact value function instead of in a finite number of steps, just as in stochastic dual DP (Shapiro, 2011).

5. NUMERICAL EXAMPLE

We demonstrate our algorithm on a synthetic example of the revenue management in attended home delivery problem, where the objective is to price delivery time windows, called slots, dynamically over a finite time horizon to control the customer choice process in a profit-maximising way and such that all orders can still be fulfilled.

In this problem, \( S \) is the set of delivery slots and the components of \( x \) correspond to the number of orders placed in every delivery slot. The feasible set of states \( X \) is defined by the maximum state vector \( \bar{x} \), i.e. \( X := \{x \mid 0 \leq x \leq \bar{x}\} \). In the model, the prices \( d_s \) for all \( s \in S \) must be chosen from the interval \([d_0, d_1] \) or \( \infty \), which defines the feasible decision space \( D := \{d \mid d_s \in [d_0, d_1] \cup \{\infty\}\} \).

Customers choose slots according to the multinomial logit model:

\[
P_{x,x}(d) := (1 - \lambda) + \frac{\lambda}{\sum_{s \in S} \exp(\beta_s + \beta_k + \beta_d k)} + 1,
\]

\[
P_{x,x+1}(d) := \frac{\lambda}{\sum_{s \in S} \exp(\beta_s + \beta_k + \beta_d k)} + 1
\]

for all \((x,d) \in X \times D \times S\), where \( \lambda \in (0,1) \) is the probability that a customer arrives on the booking website, \( \beta_s \in \mathbb{R} \) denotes a constant offset, \( \beta_s \in \mathbb{R} \) represents a measure of the popularity for all delivery slots \( s \in S \) and \( \beta_d < 0 \) is a parameter for the price sensitivity. This model is the same as in Yang et al. (2016), who also detail how to estimate these parameters. The average revenue of an order is \( \delta \) and the length of the time horizon, representing the booking period, is \( f \). The cost function \( C \) represents the delivery cost for all lists of orders \( x \in X \) accumulated at the end of the booking period. The challenge is to price the slots dynamically to maximise profits, which corresponds to solving a DP of the form of (1), where \( g(x,y,d) := r + d_s \) if \( y = x + 1 \), for all \( s \in S \) and otherwise, \( g(x,y,d) := 0 \), i.e. the stage revenue is the average revenue plus delivery price for slot \( s \) if slot \( s \) is chosen and otherwise, it is zero. The DP in our numerical example takes the parameters in...
Table 1 below, adapted from a real-world, multi-subarea case study by Yang and Strauss (2017) to a single delivery subarea scenario. Furthermore, we also adopt the customer choice parameters \((\beta_c, \beta_d, \{\beta_s\}_{s \in S})\) from that paper.

<table>
<thead>
<tr>
<th>(S)</th>
<th>(\bar{x})</th>
<th>(\lambda)</th>
<th>(\underline{d}, \underline{d})</th>
<th>(\underline{r})</th>
<th>(i)</th>
<th>(C(x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>({1, 2, \ldots, 17})</td>
<td>([6, 6, \ldots, 6])</td>
<td>0.008</td>
<td>([\£0, \£10])</td>
<td>\£34.53</td>
<td>6990</td>
<td>\£0.083 \times 1^T x) if (x \in X) and (\infty) otherwise</td>
</tr>
</tbody>
</table>

Table 1. Numerical example parameters.

We have chosen \(C(0) = 0\), i.e. we ignore fixed cost, which has no implication on the computed pricing policy. Notice that to compute the value function directly, it would be necessary to compute the Bellman equation in (1) for all pairs \((x, t) \in X \times T\), which for the above parameters gives \((6 + 1)^17 \times 6990 \approx 1.6 \times 10^{18}\) evaluations. This is prohibitively large for any available computational technology. Therefore, an approximate algorithm is necessary.

For this type of DP, Lebedev et al. (2019b, Theorem 2) have shown that the Bellman operator preserves strict submodularity, i.e. the condition in (3) holds with strict inequality, if \(\lambda > 0\) is chosen. However, in this problem, the terminal condition \(C\) is only weakly submodular in \(x\). In fact, it is modular as it is an affine function of \(x\). We assume that \(\lambda = 0.008\) from Table 1 is small enough to satisfy Assumption 2 in this problem set-up. We note however, that in the absence of strict submodularity, we compromise on the absolute theoretical guarantee that the upper bound of the proposed algorithm is indeed an upper bound to the exact value function.

To speed up computation, we initialise \(Q_t^0\) for all \(t \in T\) using the fixed point of the DP, \(V^\ast\), which is a known upper bound to the exact value function computed at any \((x, t) \in X \times T\), i.e. \(V^\ast(x) \geq V_t(x)\). This is always the case when \(T\) in (2) is a monotone operator (Bertsekas, 2012, Chapter 5). Lebedev et al. (2019a) show that the fixed point is given analytically as

\[
V^\ast(x) := (\bar{d} + r)1^T(\bar{x} - x) - C(\bar{x}) \quad \text{for all } x \in X.
\]

Hence, we use this result to set \(Q_t^0(x) = V^\ast(x)\) instead of \(\infty\) for all \((x, t) \in X \times T\). Note that the fixed point in (13) is an affine function, so the initialiser has low complexity, i.e. only one affine function describes \(Q_t^0\).

We implement our algorithm in Julia (Bezanson et al., 2017) and run it for \(i_{\text{max}} = 100\) iterations on an i7-8565U CPU at 1.80 GHz processor base frequency and with 16GB RAM, giving us a run time of 25 mins, 48 sec. In each iteration \(i \in \{1, 2, \ldots, i_{\text{max}}\}\), we compute the upper bound on the expected profit \(u(i)\) and the stochastic lower bound \(l(i)\), corresponding to the sample profit obtained in a single “forward sweep” of Algorithm 1. We evaluate the cumulative moving average of the sample profits, i.e.

\[
i^{-1}\sum_{j=1}^i l(j),
\]

which tends to the expected value of the stochastic lower bound as \(i\) increases. Fig. 1 shows how these bounds develop over 100 iterations. We make the following observations:

(1) The upper bound converges within 10 iterations.

(2) The cumulative moving average of the sample profits converges after about 100 iterations. One explanation for this is that Algorithm 1 refines the value function approximation iteratively for all time steps. However, not all refinements propagate through all time steps of the DP. Therefore, each iteration step has a direct influence on the stochastic lower bound, which depends on the value function approximation at all time steps, while the upper bound might be unchanged as it only depends on the value function approximation at the first time step.

(3) The sample profits have high variance at all algorithm iterations. This can be explained by the random customer arrival and choice process.

We investigate the influence of additional iterations, by comparing the performance of the pricing policies obtained after 1 and after 100 iterations of Algorithm 1. In particular, for both iteration counts, we simulate 1,000 booking periods (by using the “forward sweep” of Algorithm 1) and we compute the sample profits obtained in each period. The resulting histogram of sample profits is depicted in Fig. 2 below, where we make the following observations:

(1) The mean of the sample profits increases from £1,044 after 1 algorithm iteration to £1,185 after 100 iterations, an increase of 13.5%.

(2) The gap between upper bound on expected profit, \(u(i)\), and the empirical mean of 1,000 samples of \(l(i)\), decreases from £200 to approximately £0.

(3) The histograms show that the sample profits are more concentrated around their empirical mean after 100 iterations than after 1 iteration. This indicates that the variance of the sample profits can be decreased by increasing the number of algorithm iterations.

6. CONCLUSIONS AND FUTURE WORK

We present a new algorithm to compute approximate solutions to dynamic programs with submodular, concave extendible value functions. Similar to the results in stochastic dual dynamic programming, we derive deterministic upper and stochastic lower bounds to the exact value functions. Furthermore, we show that our algorithm converges in a finite number of iterations and we demonstrate our results by means of a numerical example of the revenue management problem in attended home delivery.
To the best of our knowledge, our new algorithm is the first to provide an upper bound on the expected profit for the class of problems under consideration. Comparing this upper bound with the stochastic lower bound, corresponding to the profit obtained in simulations of the dynamic program forward in time, we can quantify the profit generation efficiency of our algorithm. This quantity is a benchmark for other algorithms, possibly with weaker theoretical guarantees, but better performance in practice.

Finally, the gap between upper bound and stochastic lower bound will allow to quantify and optimize the trade-off between quality of approximation and computational cost dynamically as an application runs. For example, in the revenue management in attended home delivery problem, the terminal condition of the dynamic program is determined by the cost function, which is an approximation to the intractable capacitated vehicle routing problem with time windows (Toth and Vigo (2014)). As time in the booking horizon progresses, orders come in, revealing the location and delivery times of customers. This aggregative information could be used to update the terminal condition of the DP, to re-run our proposed algorithm and hence, to update the pricing policy.

Directions for future work also include the derivation of probabilistic confidence intervals for the stochastic lower bound. Currently, the confidence intervals used in stochastic dual dynamic programming assume a Gaussian distribution for the sample profits, which holds only approximately for large sample sizes due to the central limit theorem (Shapiro, 2011). Non-parametric bounds, in the spirit of Chebyshev's inequality (Uspensky, 1937), could help relax this assumption if they were adapted to cases, where the exact mean and variance of the underlying distribution are unknown and hence, are empirically estimated.
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