Electrical Impedance Tomography Image Reconstruction Based on Neural Networks
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Abstract: Electrical impedance tomography (EIT) is an imaging technique with a promising future. Several methods have been used for EIT image reconstruction, such as Simulated Annealing, Gauss Newton, Kalman filter and D-Bar. Recently, some authors solved this problem using artificial neural network (ANN) through pixel by pixel reconstruction, considering a fixed resolution for the final image. This work proposes a reconstruction based on the EIT forward problem. Two different meshes were considered: a coarse and a refined mesh. The latter was used to produce simulated potentials, which are the inputs for ANN training. The nodes conductivities, which used to create the outputs for training, defined in the coarser mesh. Therefore, the proposed method consists of training the ANN with inputs from a refined mesh and outputs from a coarse mesh. Two ANN architectures are proposed and compared: one based on the LeNet architecture, and another based on the feed-forward fully connected ANN. The obtained image is not dependent on any image resolution. The preliminary results show that the LeNet architecture has better performance. Copyright ©2020 IFAC.
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1. INTRODUCTION

Electrical Impedance Tomography (EIT) is a novel, promising, non-invasive method for obtaining conductivity images of the interior of an object, from the electrical potential measurements taken at the object boundary. EIT is being largely used for dynamic, real-time monitoring of industrial processes and biomedical analysis (Martins and Tsuzuki, 2012; Silva et al., 2017).

In a typical EIT configuration, the electrodes are positioned at specific intervals along the contour of an object. Then, a low amplitude current pattern is applied to the object through the electrodes and the electric potentials are measured at all electrodes. Just as an illustration, Fig. 1 shows two examples of current injection through a pair of electrodes. For each injection, the electrical potential \( V_i \) at each electrode \( i \) is measured relative to a grounded electrode.

Several methods have been used for EIT image reconstruction: simulated annealing (Martins and Tsuzuki, 2015; Martins et al., 2014), Gauss Newton (Camargo, 2013), Kalman filter (Moura, 2013), D-Bar (Alsaker and Mueller, 2018). A good review on the different methods is available (Martins et al., 2019). The great majority of the available methods, excluding the D-Bar method, solves the inverse problem defined by the EIT, by iteratively evaluating the forward problem. The Neural Network approach, similarly to the D-Bar, directly determines the image reconstruction without any evaluation of the forward problem.

The forward EIT problem is the determination of the potential distribution in the domain, given the conductivity distribution \( \sigma(x,y) \) and the injected current \( I_n \). The fastest approach to solve the forward problem is using GPGPU (Tavares et al., 2019). The forward problem is used to train the neural network and, therefore, it is
necessary to evaluate the forward problem many times over. Although the speed up of the training phase does not impact the performance of the solution, such improvement is not negligible as it helps the development phase.

The inverse problem solution is affected by mesh deficiencies. Hence, the image should be reconstructed using meshes with higher densities, such that errors due to the discretization are minimized. Martins et al. (2019) showed that a correction error can be used to overcome errors originated in the discretization, based on a theory described in (Kaipio and Somersalo, 2004). In this work, the proposed strategy consists of evaluating the forward problems with refined meshes to train the artificial neural network (ANN). The ANN will then be trained with negligible discretization error data. However, the evaluated EIT image will be reconstructed using a coarse mesh. Once an ANN has been trained, the solution of an inverse problem can be obtained in minimal time. Thus, ANN may be a faster alternative for practical applications.

Some authors already employed ANNs to solve the EIT inverse problem. Rymarczyk et al. (2019) used three distinct configurations of feed-forward fully connected ANN (FFFC-ANN): 1. 96-10-1 (96 predictors, 10 hidden neurons and 1 answer); 2. 96-10-10 (96 predictors, 10 hidden neurons and e 10 answers); and, 3. 96-20-10 (96 predictors, 20 hidden neurons and 10 answers). Each of these configurations represent one pixel in the reconstructed image. The EIT experiment consisted of 6 sets of measurements on a 16 electrodes configuration. Li et al. (2017) considered a topology with two stacked auto-encoders and a logistic regression. The proposals presented in (Michaliková et al., 2014; Wang et al., 2009) used an ANN with radial basis function (RBF), similar to the one presented in (Rymarczyk et al., 2019). However, in the former case the image is completely reconstructed using a unique ANN (928 predictors, 100 hidden neurons and 3,214 answers). Tan et al. (2018) used the LeNet ANN (Lecun et al., 1998) to solve the EIT problem.

Previous approaches reconstructed the EIT image at the pixel level. A different approach is adopted herein. The EIT image is reconstructed considering a coarse mesh and the ANN evaluates the conductivity at the mesh nodes. The final image can be zoomed in or out, as the resolution of the image has no influence. Additionally, the ANN is trained using a refined meshed such that it is not necessary to consider the discretization error.

This paper has the following structure. Section 2 describes the finite element formulation for the forward problem. Section 3 describes two different proposed topologies of ANN to solve the EIT problem. The first topology is based on the LeNet architecture and the second topology is a FFFC-ANN. Section 4 has the results and section 5 has the conclusions and future works.

2. FINITE ELEMENT FORMULATION FOR THE FORWARD PROBLEM

The forward problem determines the potential distribution in the domain given the conductivity distribution and current pattern applied to the electrodes as inputs. Due to its ability to model arbitrary geometries and various boundary conditions, the finite element method (FEM) is the most useful method currently used for the numerical solution of EIT forward problems (Dong et al., 2005). For the bidimensional case, the problem must comply with the Laplace equation

$$\nabla \cdot [\sigma(x, y) \cdot \nabla \phi(x, y)] = 0 \quad (x, y) \in \Omega$$

where $\sigma$ and $\phi$ are the conductivity and potential distributions, respectively, and $\Omega$ is the domain region. The zero result indicates that there are no current sources inside the domain (Martins and Tsuzuki, 2015; Martins et al., 2014).

In the FEM, the domain is discretized, generating a mesh of smaller elements. A mesh with two regions is proposed: external ring and internal circle (see Fig. 2). The definition of two regions allows the use of distinct mesh densities. The external ring is directly connected to the electrodes. If more elements are desired in the external ring then the electrode model must allow variable number of elements as well. Both the internal circle and the electrodes have independent and controllable refinement levels. The external ring is a transition region between the electrode and the internal circle (Tavares et al., 2014).

As the linear triangular element was chosen for the finite element model, a linear interpolation polynomial is adopted to determine the potential inside the element. Thus, using the notation shown in Fig. 3, the potential inside the domain $\Omega_e$ is given by

$$\phi(x, y) = \alpha_1 + \alpha_2 x + \alpha_3 y$$

where $\alpha_1$, $\alpha_2$ and $\alpha_3$ are unknown constants to be determined. Therefore, the electrical potential on nodes $i$, $j$ and $k$ of the triangular element are given by

Fig. 2. Mesh example for the FEM with two regions: external ring and internal circle.

Fig. 3. Triangular element with nodes $i$, $j$ and $k$. 
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$$\phi(x, y) = \alpha_1 + \alpha_2 x + \alpha_3 y$$
\( \phi_i(x, y) = \phi(x_i, y_i) = \alpha_1 + \alpha_2 x_i + \alpha_3 y_i \)
\( \phi_j(x, y) = \phi(x_j, y_j) = \alpha_1 + \alpha_2 x_j + \alpha_3 y_j \)
\( \phi_k(x, y) = \phi(x_k, y_k) = \alpha_1 + \alpha_2 x_k + \alpha_3 y_k \)

Thus follows that
\[
\begin{bmatrix}
\phi_i \\
\phi_j \\
\phi_k
\end{bmatrix}^T = 
\begin{bmatrix}
\phi_i \\
\phi_j \\
\phi_k
\end{bmatrix} 
= 
\begin{bmatrix}
\alpha_i \\
\alpha_j \\
\alpha_k
\end{bmatrix}^T 
\begin{bmatrix}
x_i & x_j & x_k \\
y_i & y_j & y_k
\end{bmatrix}
\]

(4)

The solution for the \( \alpha \) parameters is
\[
\begin{align*}
\alpha_i &= \frac{1}{2S}(a_i \phi_i + a_j \phi_j + a_k \phi_k) \\
\alpha_j &= \frac{1}{2S}(b_i \phi_i + b_j \phi_j + b_k \phi_k) \\
\alpha_k &= \frac{1}{2S}(c_i \phi_i + c_j \phi_j + c_k \phi_k)
\end{align*}
\]

(5)

where \( S \) is the area of the triangle and
\[
\begin{align*}
a_i &= x_j y_k - x_k y_j \\
b_i &= y_k - y_i \\
c_i &= x_k - x_i
\end{align*}
\]

(6)

Therefore, eq. (4) can be written as
\[
\phi(x, y) = \begin{bmatrix} N_x & N_y & N_z \end{bmatrix} \begin{bmatrix} \phi_i \\ \phi_j \\ \phi_k \end{bmatrix} = [N]_e \phi_e
\]

(7)

where
\[
\begin{align*}
N_x^2 &= \frac{1}{2S}(a_i + b_i x + c_i x) \\
N_y^2 &= \frac{1}{2S}(a_j + b_j x + c_j x) \\
N_z^2 &= \frac{1}{2S}(a_k + b_k x + c_k x)
\end{align*}
\]

(8)

The partial derivation of \( \phi(x, y) \) is given by
\[
[\nabla \phi] = \begin{bmatrix}
\frac{\partial \phi}{\partial x} \\
\frac{\partial \phi}{\partial y}
\end{bmatrix} = \frac{1}{2S} \begin{bmatrix} b_i & b_j & b_k \\ c_i & c_j & c_k \end{bmatrix} \begin{bmatrix} \phi_i \\ \phi_j \\ \phi_k \end{bmatrix}
\]

(9)

By setting
\[
[BC]_e = \frac{1}{2S} \begin{bmatrix} b_i & b_j & b_k \\ c_i & c_j & c_k \end{bmatrix} e
\]

(10)

the Laplace equation for the equivalent variational problem can be described as
\[
F(\phi) = \int_S \frac{1}{2\sigma} \left[ \left( \frac{\partial \phi}{\partial x} \right)^2 + \left( \frac{\partial \phi}{\partial y} \right)^2 \right] dxdy
\]

(11)

Then, combining eq. (9) with eq. (11) results in
\[
F_e(\phi) = \int_S \frac{1}{2\sigma} |[\nabla \phi]|^2 [\nabla \phi] dxdy
\]

\[
= \frac{1}{2} \left[ [\phi]_e \right] \left\{ \int_S [BC]_e^T [BC]_e dxdy \right\} [\phi]_e
\]

(12)

where
\[
[K]_e = [BC]_e^T [BC]_e \int_S dxdy
\]

(13)

Finally, in the pooling step, a filter of a determined size is applied to with the resulting matrix, replacing its value

\[
f(y_{i,j} = x_{i,j} \cdot w_{i,j} + h_{i,j}) = \begin{cases} y_{i,j}, & y_{i,j} \geq 0 \\ 0, & y_{i,j} < 0 \end{cases}
\]

(15)
Fig. 5. MaxPooling example with a $2 \times 2$ filter.

Fig. 6. Comparison between real domain (left column) and original LeNet output (right column) using the validation data set.

with the maximum value in the filter range. This method is called MaxPooling and it is used to prevent overfitting. An example can be seen in the Fig. 5.

A voltage matrix of shape $32 \times 32$ was used as input for this architecture, and an one-dimensional array with 710 conductivity values was used as output.

The hyperparameters used were: batch size of 250 during 1000 epochs (while using Keras callbacks EarlyStopping to monitor the validation loss parameter to prevent overfitting), Adam optimizer and Mean Squared Error loss function. These parameters were used to train both the original LeNet and the modified one.

Using the original LeNet architecture, the results were not satisfactory, and this can be due to the fact that it was built originally for a classification problem, which is much simpler and has less output parameters. Therefore, its architecture needed to be modified to be more complex. The results for the original LeNet can be seen in Fig. 6.

3.2 Proposed modified LeNet architecture

The modified architecture for the convolutional neural network has 7 layers, and each of layers is described. The first layer is the input. The second layer is the convolution with 30 filters of shape $5 \times 5$, activation function ReLU, strides of $2 \times 2$ and padding. The third layer is the pooling with kernels of shape $2 \times 2$ and strides of $2 \times 2$. The fourth layer is the second convolution, similar to the first convolution with 60 filters. The fifth is the second pooling which is the same as the first pooling. The sixth layer flattens the data and passes onto a hidden layer with 355 neurons with activation function ReLU, and finally, the seventh layer, the output layer with 710 neurons and activation function ReLU. The proposed architecture is shown in the Fig. 7

Fig. 7. Architecture of the proposed LeNet with seven layers.

3.3 Proposed FFFC-ANN architecture

The connections between FFFC-ANN nodes do not form a cycle, and every node in layer $i$ is connected with every node in layer $i - 1$ for $i > 1$, where $i$ is the layer number starting at 1 on the first layer. For this kind of ANN, an architecture with 3 layers was adopted (1 input layer, 1 hidden layer and 1 output layer), as shown in Fig. 8.

The ANN input is an array of size 1024 that describes the potentials at the electrodes for each current pattern applied to a domain. It follows that the first and second members of the input array correspond to the potentials at electrode 1 and 2, the resulting matrix, for the first current pattern applied. The 33rd member corresponds to the potential at electrode 1 for the second current pattern; and so on until the last member, that corresponds to the potential at electrode 32 for the 32nd current pattern. The network output is an array with size $n$ in which the $i$-th value represents the electrical conductivity at node $i$ in the coarse mesh. Following literature such as Fernández-Fuentes et al. (2018), hyperbolic tangent was used as activation function for the input layer, and Rectified Linear Unit (ReLU) was used for the hidden layer.

Fig. 8. Proposed FFFC-ANN architecture.
Table 1. FFFC-ANN training parameters determined by means of a random search. NHL: neurons in hidden layer

<table>
<thead>
<tr>
<th>NHL</th>
<th>Loss Function</th>
<th>Batch size</th>
<th>Optimizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>173</td>
<td>MSE</td>
<td>107</td>
<td>Adam</td>
</tr>
</tbody>
</table>

The training parameters have been optimized by means of a random search (see Fig. 9) which aimed to find the parameters that would minimize the mean squared error (MSE) calculated on the validation data set. Although the number of epochs was kept at 1000, Early stopping with a patience of 20 was used during training, which would stop the training process if the MSE calculated on the validation data set did not improve for 20 consecutive epochs, and was triggered for all parameters tested. The parameters that achieved the lowest MSE, which was 0.036, are shown in Table 1.

4. RESULTS

Training and validation data sets were created and used to train the two proposed ANN architectures. Once trained, the ANNs were evaluated with the validation data set and tested with new data. Both ANN architectures outputs were compared.

4.1 Synthetic Training Data Generation

The training data was generated by solving the forward problem using a set of current patterns applied to a domain with 32 electrodes with many randomly generated conductivity distributions. The set of current patterns chosen consisted of a current with amplitude 1 mA applied between electrodes $i$ and $i+4$ for $1 \leq i \leq 28$ (skip-3). Therefore, 32 current patterns were applied to each domain generated. The algorithm used to generate training examples had the following steps:

1. randomly define a circular domain with 32 electrodes and 3 randomly placed circular regions with random radius inside it so that the conductivity is 0.002 inside the circular regions, 0.005 at the electrode contact points and 0.3815 elsewhere;
2. create 2 mesh files for the domain: a very refined one with 43,904 nodes, as shown in Fig. 10, and a coarse one with 710 nodes, as shown in Fig. 2;
3. solve the forward problem using the very refined mesh for each one of the current patterns;
4. restart from (1) until enough data have been generated.

The final output of the algorithm is a set of mesh files with 710 nodes that describe the normalized domain conductivity distribution and a .csv files with 1,024 lines, where the first 32 lines represent the normalized potentials, calculated with a very refined mesh, at each electrode for the first current pattern, the next 32 lines represent these potentials for the second current pattern, and so on. Fig. 2 represents the mesh geometry and Fig. 9 shows examples of normalized conductivity distributions generated for a refined and a coarse mesh.

Fig. 10. Section of very refined mesh geometry with 43904 nodes

A data set with 10,004 cases was created – 9,500 cases were used for training both proposed ANN architectures, 500 were used as validation data during training, and the last 4 were kept aside and used for tests.

The modified LeNet and the FFFC-ANN were tested using the same data set, which consisted of 4 cases. Fig. 11 shows the real conductivity distributions from each case in the test data set and the predictions from the FFFC-ANN and LeNet ANN. Table 2 shows the absolute mean error between the real and predicted conductivity distribution, where the domain number $i$ is corresponds to the $i$th row in Fig. 11.

<table>
<thead>
<tr>
<th>Domain number (row in Fig. 11)</th>
<th>FFFC-ANN</th>
<th>LeNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.089</td>
<td>0.052</td>
</tr>
<tr>
<td>2</td>
<td>0.092</td>
<td>0.039</td>
</tr>
<tr>
<td>3</td>
<td>0.088</td>
<td>0.057</td>
</tr>
<tr>
<td>4</td>
<td>0.088</td>
<td>0.053</td>
</tr>
</tbody>
</table>

5. CONCLUSION AND FUTURE WORK

Two ANN architectures were proposed to solve the EIT image reconstruction problem. The training was performed using two different meshes: a coarse mesh to obtain the conductivities at its nodes and a refined mesh to obtain the simulated potentials at the electrodes. The obtained results are not associated with any pixel resolution. As seen in Table 2, they showed that the LeNet ANN architecture has better performance when compared with the FFFC-ANN.
In this work, only the real part of the conductivities were considered. As future work, capacitive effects, anisotropy and three dimensionality should be contemplated by the forward problem solver. Additional research also includes electrode position and boundary geometry determination.
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