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Mah. Petrol Cad. 41790 Korfez, Kocaeli, TURKEY (e-mail:

mehmet.yagci@tupras.com.tr).
∗∗Department of Chemical and Biological Engineering, Koc

University, Rumeli Feneri Yolu, 34450 Sariyer, Istanbul, TURKEY
(e-mail: yarkun@ku.edu.tr)

Abstract: Assessing the performance of control loops is an important component of Control
Performance Monitoring (CPM) systems. Most of the industrial chemical processes have a large
number of control loops interacting with each other in a complex way due to material and
energy integration in the plant. A problem occurring in a certain control loop can easily upset
the performance of the other control loops. Therefore, identification of the ”bad” control loops
causing a plant-wide disturbances is a crucial task. In this work, an integrated approach covering
performance assessment and interaction analysis is proposed to detect the ”bad” loops based on
their performances. First, Minimum Variance Control (MVC) benchmark is used to screen-out
the poor performing loops. Then, the spectral envelope method utilizing frequency analysis is
used to identify the common oscillation periods among the loops under study. Finally, Granger
causality is used to plot the interaction map between the loops. Even though these methods
are well developed and used for several purposes separately, we present an integrated approach
which focuses and analyzes the ”bad loops”. The developed approach has been tested in a
refinery plant having 18 control loops. The results show that the proposed method is clearly
able to identify and isolate the root-cause control loops. The validation of results and further
improvements in the control loops under study have been given.
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1. INTRODUCTION

With the advances in computer sciences and electronics,
the aim of process control systems has evolved to full auto-
matic systems with as little user intervention as possible.
Although in the past, the objective was to control only
the operational parameters, today advanced optimization
and control systems such as real-time optimizers (RTO),
model predictive controls (MPC) have been developed to
control the processes in the most economic and safest way.
Fig. 1 shows these components under state-of-the-art con-
trol systems hierarchy. Considering the intense information
flow between layers, the health of each layer is crucial for
consecutive control systems. Control Performance Moni-
toring (CPM) concept is the one generally used to do a
health-check for base layer regulatory control.

It is well known fact that performance of controllers
degrades over time due to raw material changes, operating
point/range changes, decrease of lifetime of equipment,
process modifications, hardware/software failures, delays
and non-linear process dynamics (Jelali, 2013). A survey
conducted by Paulonis and Cox (2003) covering 14000 PID
controllers in 40 plants at 9 sites worldwide shows that
41% of the loops were below good performance. Another
survey done by Torres et al. (2006) covering 700 control

loops belonging to 12 different companies (petrochemical,
pulp and paper, cement, chemical, steel and mining)
demonstrates that 41% of the loops had oscillations due
to tuning problems, coupling, disturbances and actuator
problems. In addition, 24% of the loops had saturation
problems. In order to address these problems, CPM covers
a wide range of sub-components such as performance
assessment, oscillation detection, non-linearity analysis,
stiction detection and plant-wide disturbance analysis (or
also known as root cause analysis).

Among all the problems, oscillations are one of the most
important symptoms of inappropriate controller tuning,
stiction, external disturbances and interactions (Jelali,
2013). Oscillations are defined as the signals having a
period and amplitude. They can be detected in time series
process data as periodic signals. However, usually these
signals cannot be detected visually and require some signal
processing techniques such as power spectrum or autocor-
relation function analysis. In some cases, the amplitudes of
oscillations are quite high and can be detected visually by
process operators in plants. In these cases, the loops are
even put in manual mode and taken out of the operation
(Ordys et al., 2006). However, these oscillations tend to
propagate into the plant and affect the other process
variables resulting in performance degradation of control

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

Copyright lies with the authors 11827



Modern Control Systems 

Real Time Optimization (RTO) 

Model Predictive Control (MPC) 

Neural Network 

Fuzzy Logic 

Advanced Regulatory Control 

Feed-Forward Control 

Adaptive Control 

Others 

Regulatory Control 

PID control 

A
d

v
a

n
ce

d
 C

o
n

tr
o

l 

Valves, transmitters, actuators 

Various unit operations… 

Cascaded Control 

P
r

o
c

e
s

s
 

C
o

n
t

r
o

l
 

E
q

u
ip

m
e

n
t 

Management 

Planning & Scheduling 

Fig. 1. State-of-the-Art Control Hierarchy

loops. Although performance assessment techniques are
able to detect oscillation for each control loop, the main
oscillating loops cannot be easily detected in general. This
has been studied under the plant-wide disturbance detec-
tion problem (Duan et al., 2014).

Researchers have developed several techniques to detect
plant-wide disturbances. The methods are either based on
time domain analysis such as IAE deviations (Hägglund,
2005), zero-crossing detection (Thornhill and Hägglund,
1997; Forsman and Stattin, 1999), ARMA model (Singhal
and Salsbury, 2005) and auto-correlation (ACF) analysis
(Thornhill et al., 2003; Miao and Seborg, 1999) or based
on frequency domain analysis such as power spectral cor-
relation (Tangirala et al., 2005), wavelet analysis (Matsuo
et al., 2004) and spectral decomposition methods (Tangi-
rala et al., 2007; Xia et al., 2005). The main disadvantage
of time-domain based methods is that they are applica-
ble to single control loops. However, for complex process
industries such as refineries, the number of loops increase
considerably. On the other hand, frequency domain based
methods are better suited to analyze multivariate control
loops. Although these methods can detect common os-
cillations among the loops, they are not able to capture
interactions between the loops. Significant research has
appeared in the literature to identify the plant-wide dis-
turbances in the control loops. Among the most common
ones are spectral envelope (Jiang et al., 2007) and Granger
causality (Granger, 1969).

In industrial plants, the poor performing “bad” loops
draw most of the attention. Thus, stand-alone applications
of the existing methods are not enough to sort out the
bad loops. For example, spectral envelope method is very
powerful method to isolate the oscillations in the variables
even if the oscillations are hidden. However, it suffers from
showing up the pair-wise interactions between the vari-
ables. There, Granger causality seems to be a good option

to get the interactions. However, if the number of loops
to be analyzed is quite large, Granger causality will try to
analyze all possible pair-wise interactions ignoring their
performances. Considering that, the proposed approach
in this paper gives a concrete and efficient way to do
it. The following sections 2 and 3 give an overview of
the components used. Section 4 describes the integrated
approach and a use-case in a refinery unit and finally
section 5 gives the conclusion of the use-case.

2. PERFORMANCE ASSESSMENT

Performance assessment can be considered as the heart
of CPM, because identification of ”bad loops” is a crucial
need since hundreds or even thousands of control loops are
involved in industrial operations. In the past, researchers
have tried to develop different benchmarks for performance
assessment. Hugo (2001) summarized the possible stan-
dards with respect to output variances resulting from var-
ious controllers such as perfect control, best possible non-
linear control, minimum variance control, best possible
MPC control, best possible PID control and open loop
control. Among all the benchmarks, minimum variance
control (MVC) is most widely accepted and used. MVC
was first developed by Åström (1970) and later improved
by Harris (1989) using closed-loop data. There are several
approaches to utilize MVC as a benchmark. These are
Auto-Regressive Least Square (AR-LS) model by Des-
borough and Harris (1992) and Filtering and Correlation
(FCOR) analysis by Huang and Shah (1999). In this work,
AR-LS method has been used.

Theoretically, an MVC loop does not show any variance
on the control error after dead-time, k. Under MVC, one
has the following output(y)-disturbance(ε) relationship:

y(t+ k) = Fε(t+ k) (1)

where F stands for the moving average component of
closed loop process model. Desborough and Harris (1992)
introduced a normalized performance index (CPI) between
0 and 1:

CPI = σ2
MVC/σ

2
y (2)

where lower CPI values indicate poorer performance.
σ2
MVC and σ2

y shows the theoretical minimum variance
and actual variance, respectively. Since MVC is not exactly
achieved in real control systems, Eq. 1 is rewritten as

y(t+ k) = Fε(t+ k) + ŷ(t) (3)

Desborough and Harris (1992) suggested an AR model for
ŷ; thus, Eq. 3 becomes:

y(t) = Fε(t) +

m∑
i=1

αiy(t− k − i+ 1) (4)

where αi and m stand for AR model coefficients and
model order, respectively. Then, the minimum achievable
variance (σ̂2

MVC) becomes the residuals of AR model.
Finally, the performance of a controller (CPI) can be
estimated such that:

CPI = σ̂2
MVC/σ̂

2
y (5)
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3. PLANT-WIDE DISTURBANCE DETECTION

3.1 Spectral Envelope

Spectral envelope is based on finding similarities in differ-
ent time series variables. The method first used in cate-
gorical time series datasets by Stoffer et al. (1993). In this
approach, using Fourier transform, common frequencies of
a bulk data have been extracted. Later, McDougall et al.
(1997) extended the proposed approach to real-valued time
series. Spectral envelope derives optimal coefficients to
extract common frequencies in a bulk dataset. Having that
feature, one can easily analyze different signals having
different order of magnitudes. Jiang et al. (2007) used
that approach and developed a method to find oscillating
variables and the root cause of the oscillations. Later, this
method have been used by several researchers to detect
plant-wide disturbances (Duan et al., 2014; Xu et al.,
2016). Spectral envelope is defined as:

λ(ω) = sup

{
β∗PX(ω)β

β∗VXβ

}
(6)

where λ(ω) represents the largest portion of signal at
frequency ω, β represents the optimum scaling vector, VX
represents the covariance matrix for X and PX represents
the power spectral density matrix for X. There, sup{.}
stands for the supremum operator. Given these, Eq. 6
represents the largest portion of signal in the power spec-
trum (PSD). Stoffer (1999) states that the term ”envelope”
represents the enclosure placed onto a specific frequency
at spectrum. Due to that, first PSD must be estimated
with input vector defined as:

x(t) =


x1(t)
x2(t)

...
xz(t)

 , X = [x(0) x(1) . . . x(N − 1)]

=


x1(0) x1(1) x1(2) . . . x1(N − 1)
x2(0) x2(1) x2(2) . . . x2(N − 1)

...
...

...
. . .

...
xz(0) xz(1) xz(2) . . . xz(N − 1)

 (7)

where each row in Eq. 7 represent a set of normalized time
domain data belonging to each variables (1 → z). Nor-
malization is done by subtracting mean of each variable
and dividing by the standard deviation. It is an important
step because normalization makes comparison between
variables and estimation of envelope easier. After having
normalized input data, the periodogram is estimated as:

ÎN (ωf ) = 1
N

[
N−1∑
t=0

x(t)exp(−2πitωf )

][
N−1∑
t=0

x(t)exp(−2πitωf )

]∗
(8)

In Eq. 8, ∗ represents conjugate and transpose operation.
In order to smooth the periodogram estimated, moving
average filter is applied such that:

P̂X(ωf ) =

r∑
j=−r

hj ÎN (ωf+j) (9)

PSD of continuous signal is estimated by discrete Fourier
transform (DFT). However, maximum frequency that
DFT can resolve is the half of Nyquist frequency (Salkind,
2006). Due to that, the maximum frequency is limited to

Fig. 2. An Example of Spectral Envelope

total time period constructed from half of the all data
points. For example, for N = 500 data points sam-
pled at Ts = 5 second, maximum frequency is 500/2 ×
5 = 1250 second. Then, DFT can resolve frequencies
[0, T s/2, T s, 3Ts/2, ..., N×Ts/2]. ωf in Eq. 9 represents
those discrete frequencies. After that, to smooth PSD, the
coefficients hj are selected such that:

r∑
j=−r

hj = 1 (10)

Satisfying Eq. 10, coefficients can be selected as hj =
(r − |j| + 1)/(r + 1)2, for |j| = 1, 2, ...r. Number of
smoothing coefficients r is chosen depending on the desired
smoothness. Selecting r = 2 results in h0 = 3/9, h1 =
2/9, h2 = 1/9, which is enough in most of the cases. One
can also increase the degree to higher numbers but should
be careful about smoothing the actual frequency peaks
(Stoffer et al., 2000). Then one can estimate λ(ω) using

P̂X(ωf ) and V̂ = diag(V̂X) by rewriting Eq. 6 as:

λ̂(ωf ) = sup

{
β∗P̂X(ωf )β

β∗V̂β

}
(11)

From Eq. 11, it is clear that λ̂(ωf ) is the largest portion
of signal at specific frequency ωf . Then, the eigenvalue is
estimated by determinant equation of:

|PX(ω)− λ(ω)VX = 0| (12)

Then, optimal scaling vector β(ω) can be estimated as:

λ(ω)VXβ(ω) = PXβ(ω) (13)

Since all the variables are normalized before, V̂ =

diag{1, 1, ..., 1}. Thus, Eq. 13 reduces to β∗V̂β = 1. At

the end, one can easily state that λ̂(ωf ) is the largest

eigenvalue of P̂X(ωf ), and β̂∗(ωf ) is the corresponding
eigenvector. Finally, one can estimate the spectral envelope
for each frequency. Fig. 2 shows a bank of simulated signals
having 12 variables oscillating at frequencies 0.1 Hz and
0.3 Hz, adopted from Jiang et al. (2007).

After detection of common frequencies, one can determine
which variables are oscillating at those frequencies. To
that end, Stoffer (1999) proposed applying statistical hy-

pothesis testing on β̂(ωf ). He states that if λ̂(ωf ) has a

distinct root, for large number of observations vN
[
β̂(ω)−

β(ω)
]

converges to multivariate normal distribution and
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vN
[
λ̂(ω) − λ(ω)

]
/λ(ω) converges to standard normal dis-

tribution. If proposed moving average smoothing in Eq. 10
is used, vN becomes:

vN =
( r∑
j=−r

h2j

)1/2
(14)

Then, one can write the asymptotic covariance matrix of
the optimum scaling vector β̂(ω) as:

Vβ = vN
−2λ1(ω)

z∑
i=2

λi(ω)
[
λ1(ω)− λi(ω)

]−2
βi(ω)β∗

i(ω)

(15)

In Eq. 15, λ1(ω) =
[
λ(ω), λ2(ω), ..., λz(ω)

]
are the

eigenvalues of PX(ω) in decreasing order and β1(ω) =[
β(ω),β2(ω), ...,βz(ω)

]
are the corresponding eigenvec-

tors.

Then, the statistical test on β̂(ω) can be written as:

TestStati(ω) =
2 |β̂1,i(ω)− β1,i(ω)|

2

σi(ω)
(16)

where i = 1, 2, ..., z and σi(ω) = diag
i

(V̂β).

Stoffer (1999) states that defined TestStati(ω) in Eq.
16 converges to a Chi-squared (χ2) distribution with 2
degrees of freedom. Then, for a certain confidence level
(cL), if TestStati(ω) > χ2

cL,2, the variable i is said to be

oscillating at frequency ω. One can select χ2
0.001,2 = 13.816

for cL = 99.9% or χ2
0.01,2 = 9.210 for cL = 99%.

Detection of common frequencies and determining the
oscillating signals at those frequencies give valuable in-
formation about the analyzed multivariate data. By using
spectral envelope, one can detect plant-wide oscillations.
However, locating the source of plant-wide disturbance is
crucial since, the units in the plants are connected each
other by recycling streams, heat integrations and even
simple upstream and downstream connections, problems
arising in a specific location propagates and affects other
loops. With that goal, based on spectral envelope, Jiang
et al. (2007) proposed OCI (oscillation contribution index)
which gives an indication about the root cause of those
oscillations. OCI represents the relative contribution of a
variable to that specific frequency and can be calculated
as:

OCIi(ω) =
β̂1,i(ω)

2σβ̂(ω)
(17)

The term σβ̂(ω) in Eq. 17 represents the standard devi-

ation of all optimal scaling coefficients at a certain fre-
quency ω for all variables. Jiang et al. (2007) state that
variables having OCIi(ω) > 1 are the most probable
causes of plant-wide oscillations at frequency ω. They also
state that in case of no root cause, OCI values will be less
than one. However, in such cases, OCI can be beneficial to
sort variables according with respect to their contributions
at frequencies identified in the spectral envelope.

3.2 Granger Causality

Granger causality was first introduced by Granger (1969)
in order to assess the causality between different stock in-
dices. Basically, Granger causality states that if including

the past observations of variable x1 into linear prediction
of variable x2 yields better model for x2, then x1 causes
x2. Granger causality uses bivariate AR models such that:

x1(t) =

k∑
j=1

A11,jx1(t− j) +

k∑
j=1

A12,jx2(t− j) + ε1,2(t)

(18)

x2(t) =

k∑
j=1

A21,jx1(t− j) +

k∑
j=1

A22,jx2(t− j) + ε2,1(t)

(19)

where k is the model order, A’s are the AR model coef-
ficients and ε represents the model residuals. The models
represented by Eq. 18 and 19 are also called as unrestricted
model. Then, the restricted models are obtained such that:

x1(t) =

k∑
j=1

B1,jx1(t− j) + ε1(t) (20)

x2(t) =

k∑
j=1

B2,jx1(t− j) + ε2(t) (21)

Then one can say, if ε1,2 < ε2, x1 causes x2. The signifi-
cance of interaction can be measured by:

Fi→j =
var(εj)

var(εj,1)
(22)

The model order can be determined by using Akaike
information criteria (AIC) or Bayesian information criteria
(BIC) over a set of possible model orders. Using that
procedure, all pairs of variables are analyzed and reported.

4. APPLICATION OF METHODS TO REFINERY
CONTROL LOOPS

Two components, performance assessment and root cause
analysis, have been applied to a plant in Izmit Refinery
of Turkish Petroleum Refineries Corporation. The plant
has 18 loops controlling mainly a reactor and a distillation
column connected to each other. FC, FFC, PC, LC and TC
represent flow, flow ratio, pressure, level and temperature
controllers, respectively. The loops are sampled for 15
seconds which results in 5760 sample points for each day.
The suggested application procedure is as follows:

(1) The performance of each control loop is calculated
by AR-LS method. The dead-times of the loops are
determined with operators and/or process control
engineers. For the model order, 30 can be selected
as suggested by Thornhill et al. (1999).

(2) The control loops having CPI less than 0.75 are
identified as poor performing loops and filtered for
root-cause analysis.

(3) Spectral envelope method is applied to poor per-
forming loops. PSD smoothing coefficient r can be
chosen as 2. Statistical tests can be assessed for 99.9%
confidence level, having χ2

0.001,2 = 13.816. This makes
sure that most of the oscillating loops are isolated.
The maximum common period is obtained from the
envelope plot.

(4) Granger causality is applied to same list of poor
performing loops. The maximum lags is selected as
the multiple of sampling period which equals to
maximum common period obtained in step 3.
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(5) The interactions are plotted.
(6) The results are validated with operators and/or pro-

cess control engineers.

Step 1 & 2: Table 1 shows the results of performance
assessment. The loops having CPI less than 0.75 are given
on the left side.

Table 1. Results of Performance Assessment

Loop Name CPI Loop Name CPI

LC3 0.3100 FC1 0.8552
PC3 0.3647 PC5 0.8594
FC9 0.4258 FC3 0.8651
PC1 0.4719 FC2 0.8973
FFC1 0.5106 PC2 0.8999
TC1 0.5338 FC8 0.902
FFC2 0.5464 FC7 0.9333
TC3 0.6929 FC4 0.9637
LC1 0.7217 FC6 0.9831

Step 3: Fig.3 shows the envelope for poor performing
loops. It is seen that the maximum oscillation period is 877
second, approximately 60 samples for 15 second sampling
interval. Similarly, Table 2 shows OCI values for spectral

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045

0

500

1000

1500

2000

Period(sec): 877.7143
value: 335.1848
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Fig. 3. Spectral Envelope for Poor Performing Loops

envelope analysis. The table indicates that the main causes
of plant-wide oscillations are TC1 and LC1.

Step 4 & 5: Finally Fig. 4 shows the interaction plots
with F scores between the poor performing loops. As
expected from spectral envelope analysis, loops TC1 and
LC1 are the main actors of plant-wide oscillations. The
most affected loop is seen as PC1.

After reporting the root-causes and interaction plots be-
tween loops, the worst loops TC1 and LC1 were examined

Table 2. Spectral Envelope Contribution Index

Loop Name CPI OCI

TC1 0.5338 2.05
LC1 0.7217 1.79
PC1 0.4719 0.95
TC3 0.6929 0.90
FC9 0.4258 0.45
FFC1 0.5106 0.43
LC3 0.3100 0.21
PC3 0.3647 0.18
FFC2 0.5464 0.01

TC1

LC1

PC1 TC3

LC3

PC3

FFC1

1.90

4.04/2.35
6.87/4.14

21.52

5.92/14.49

9.07

Fig. 4. Granger Causality Map

in the field. The examination showed that TC1 was devi-
ating ± 0.5◦C for 15 min period which is also detected by
spectral envelope method. Similarly, there was deviation
in the LC1 loop. The examination showed that deviation
of TC1 is caused by the injection of a cold flow before the
temperature transmitter of the controller. It was validated
that the oscillations at TC1 caused the reactor products to
change. Since the reactor effluent is fed to distillation col-
umn, the vapor-liquid traffic inside the column changes. As
a result, LC1 which is the top level controller of the column
cannot handle this disturbance due to integral parameter
of the PID. It was also confirmed that PC1, the column
top temperature controller, was affected by the reactor
effluent temperature controller TC3 and the column top
level controller LC1. After all these examinations, the base
layer of the unit has been revised and oscillations have
been eliminated.

5. CONCLUSIONS

Oscillations in control loops are the most common rea-
sons of performance degradations. Often these oscilla-
tions propagate through the other loops due to upstream-
downstream and recycle connections between control
loops. In complex industries like refineries, detection and
isolation of the main bad loops is very important to avoid
oscillation problems. There are several methods in the
literature to detect these oscillations. However, most of the
methods suffer from automatic detection of root causes.
Increasing computing power enables different methods to
emerge and analyze plant-wide disturbances in efficient
ways. For example, in this study, spectral envelope method
utilizes 5760×18 matrix to estimate TestStat for 2880
different frequencies; whereas, Granger causality builds
10260 bivariate and univariate AR models for 18 variables
and 60 different discrete dead-time values. Therefore, both
methods require relatively good computing power.

In general, although spectral envelope and Granger causal-
ity methods seem to be separate approaches to detect
plant-wide disturbances; here they were used as comple-
mentary methods to deeply characterize the plant-wide
disturbances. Spectral envelope is a powerful method to
isolate common frequencies for oscillating loops, however
it suffers from detecting interactions between loops. In this
work, the common oscillating loops have been identified
by spectral envelope method and interactions have been
captured by Granger causality. The suggested procedure
that is integrated with performance assessment techniques
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enables efficient calculation effort and reliable detection of
plant-wide disturbances.

Plotting the interaction map between poor performing
loops is not the final step in this process. Next, the
identified loops should be examined with plant or process
control engineers. The control loops might suffer from
different causes of oscillations such as control valve stiction
or excessive PID gains. Today, most of CPM software
have stiction detection/characterization and PID tuning
analysis covering from agressiveness/sluggishness tests to
optimal parameter estimation. An extensive discussion for
CPM components and their applications to a refinery unit
has been given in Yağcı (2016).
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