Abstract: In this contribution we investigate the application of radial basis functions artificial neural networks embedded in hardware for real-time moving-horizon state estimation. The solution of the optimal moving-horizon state estimation problem may be faced as the mapping from the inputs and outputs of the system to the state estimates according to the system model. This mapping may be solved offline with the optimal formulation and then approximated by any higher order function approximation algorithm, such as the ones from machine learning. An approximate version with radial basis functions neural networks is developed and implemented in a Field Programmable Gate Array (FPGA) showing good results in terms of accuracy and computational time. We show that the state estimate using the approximate version of the moving-horizon algorithm can be run using a laboratory scale kit of approximately 500 kHz for an inverted pendulum at a clock rate of about 110 MHz. The latency to provide an estimate can be further reduced when FPGAs with higher clocks are used as the artificial neural network architecture is inherently parallel.
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1. INTRODUCTION

The state space approach has had a central role in modern control methods (Bennett, 1996), due to, among other reasons, its generality in dealing with complexity of system orders and number of inputs. The state space representation was seminal for the inception of optimal control (Lewis et al., 2012) and filtering (Kalman, 1960a) methods. Model predictive control strategies are regarded as one of the most important recent developments in the control field (Raković and Levine, 2019). Frequently new methods in nonlinear optimal control are derived according to the model predictive control philosophy, and so we met no decrease in computational complexity for methods that ideally run in a deterministic clock frequency. Many methods have been devised in order to embed such control laws, and very practical tools for C code generation, for example, are now available with vast documentation and flexible GPL-3 software licenses (GNU General Public License-3) (Andersson et al., 2019).

On the other hand, state estimation has close relation with the classical regulation problem, as it is in fact mathematically the same (dual) problem (Kalman, 1960; Bennett, 1996). An analysis on the dual problem for the model predictive control is analysed and used in (Goodwin et al., 2005; Alessandri et al., 2008). The moving-horizon state estimation paradigm uses a sliding window of most recent measurements and a state prediction to infer the state estimates (Rawlings et al., 2017). This is conceptually different than the Kalman original formulation, which uses solely one set of measurements made at a given time instant in order to provide an estimate of the mean and covariance of the states of the system. The advantages in terms of accuracy is generally recognized for moving-horizon approaches for estimation when compared to its Kalman-based counterparts, in spite of the greater computational effort (Haseltine and Rawlings, 2005). In the receding-horizon approach, the algorithm solves an optimization problem at each sampling instant, what makes possible to take into account many measurements and explicitly the bounds in the states. Naturally this advanced state estimation algorithm demands considerable amount of computational resources to run in real-time. This hinders the application of advanced control and estimation methods to embedded solutions and systems that may operate at high frequency rates such as piezoelectric mi-
cromanipulators (Ayala et al., 2015), (Ayala et al., 2018) and vibration mitigation (Zorić et al., 2019).

In the present work we evaluate the real-time implementation of the approximate filter proposed in (Alessandri et al., 2008, 2011) for the first time, to the best of our knowledge, in FPGAs using new architectures developed to implement an artificial neural network. To this end, we improved a previous implementation of a radial basis function artificial neural network made by the authors in (Ayala et al., 2017), by minimizing the use of resources for calculating the output of each neuron of the artificial neural network and also adapting it to the multiple-output case needed for the moving-horizon state estimation. In summary, the contributions of the present work are (i) the implementation of the moving-horizon state estimation scheme in (Alessandri et al., 2008, 2011) using artificial neural networks and floating-point representation in FPGAs, showing that it is possible to obtain very small sampling times by employing this strategy using ad-hoc hardware implementations and leveraging the inherent parallel architecture of this model class; (ii) the improvement of the hardware implementation of the radial basis function artificial neural network detailed in (Ayala et al., 2017) with respect to the use of resources and adaption to the multiple output case.

The remainder of the paper is organized as follows. The moving-horizon state estimation algorithm is depicted in Section 2 while the design of its approximate version is given in Section 3 together with the hardware architecture proposed for the artificial neural network. In Section 4 we give the results in terms of accuracy and latency obtained for the filter. Finally, Section 5 ends the document with conclusions and perspectives for future work.

2. MOVING-HORIZON STATE ESTIMATION

In the present paper we are concerned with the state estimation problem for system of the type

\[ x_{t+1} = f(x_t, u_t) + \xi_t \]

\[ y_t = h(x_t) + \eta_t \]

where \( t \in \mathbb{Z}_+ = \{0, 1, \ldots\} \) denotes the time sample, \( x_t \in \mathbb{R}^n \) describes the continuous state of the system, \( u_t \in \mathbb{R}^q \) is the control input and \( y_t \in \mathbb{R}^p \) is the system measured output. The quantities \( \xi_t \in \mathbb{R}^n \) and \( \eta_t \in \mathbb{R}^p \) are additive disturbances affecting the system dynamic states and the measured output, respectively. The former may represent any uncertainty in modeling the system equations and the later eventual disturbances affecting the measurements. Functions \( f : \mathbb{R}^n \times \mathbb{R}^q \to \mathbb{R}^n \) and \( h : \mathbb{R}^n \to \mathbb{R}^p \) are in general nonlinear. We employ the moving-horizon state estimation algorithm as described in (Alessandri et al., 2008). The moving-horizon approach for state estimation, also termed receding-horizon, comprehend a set of estimation algorithms in which the most distinctive feature is the use of a sliding window containing a set of most recent measurements. This is in contrast with the Kalman filter-based solutions, which solely use the most recent measurement and a state estimation propagation from one time instant to the next.

The filter in (Alessandri et al., 2008) has asymptotic convergence guarantees, given mainly that the system is state observable according to an ad-hoc definition for the case of moving-horizon state estimation. Briefly speaking, the moving-horizon estimation paradigm uses the most recent amount of information available and it is assumed that a nonlinear state space model is available. As the estimation problem is termed as an optimization problem to be solved online once new measurements become available, it is possible to explicitly take into account the constraints of the system variables.

Consider the cost function \( J \) given by

\[ J = \mu \| x_{t-N,t} - \hat{x}_{t-N,t} \|^2 + \sum_{i=t-N}^{t} \| y_i - h(\hat{x}_{i,t}) \|^2 \]

where \( N + 1 \) is the size of the window considered for calculating \( J \), \( \hat{x}_t \) is the state prediction at time \( t \), and \( \hat{x}_{i,t} \) is the state estimation of the state at time \( i \) made at time \( t \), with \( N + t \leq i \leq t \). The variable \( \mu \) is used to weight the confidence we have about the measurements with respect to an initial estimate of the state \( \hat{x}_0 \) provided by the user. When the cost function \( J \) is minimized having \( \hat{x}_{t-N,t} \) as the decision variable, that is

\[ \hat{x}_{t-N,t} = \arg\min_{\hat{x}_t} J \]

\[ \text{s.t. } \hat{x}_{i,t} \in \Omega \]

where \( \Omega \) denotes the closed set of admissible state estimates, and \( I_t = [y_{t-N}, \ldots, y_t, u_{t-N}, \ldots, u_t]^T \) is the information vector with all the information within a sliding window of the output and input vectors, we may obtain a state estimate in the beginning of the moving-horizon window. Note that for sake of simplicity, when solving Eq. (3) we focus on obtaining the state estimate at \( t - N \), that is, at the beginning of the moving-horizon window. Great simplification is achieved in this process by obtaining for the rest of the state estimates within the window by recursively iterating the dynamic state equation as

\[ \hat{x}_{t+1,t} = f(\hat{x}_{t,t}, u_t) \]

Summing up, the moving-horizon state estimation algorithm adds up to solving Eq. (3) to obtain the state estimate at the beginning of the window while the rest of the state estimates are obtained by the iterative application of Eq. (4).

3. DESIGN OF APPROXIMATE MOVING-HORIZON STATE ESTIMATION

The optimization problem in Eq. (3) may be performed in order to obtain the state estimates within a sliding window. Being so, it is necessary to solve at each sampling instant an optimization problem, what in many cases may be impractical or demand significant computational resources. In (Alessandri et al., 2008) the authors propose also an approximate version of the algorithm described in Eqs. (3) and (4), which was further analysed for the case of artificial neural networks in (Alessandri et al., 2011). The method for obtaining an approximate version of the moving-horizon estimation algorithm as given in Section 2 can be obtained if the mapping from the state prediction and information vector, which is performed offline solving an optimization problem, is done by any function approximation regression model. In other words, we want to construct an approximate nonlinear mapping for the mathematical operations performed in the optimization in
Eq. (3), which will be much less computational intensive and indicated for an embedded computation platform.

In order to perform the nonlinear mapping from observations to state estimates, we may employ any nonlinear approximation function for regression as we have many examples from machine learning. One of the cases is the artificial neural network, which is particularly interesting in real-time applications due to its inherent parallel architecture.

3.1 Radial Basis Functions Artificial Neural Networks

The radial basis functions artificial neural network may be represented as

\[ \hat{\lambda} = F[r] = W \cdot \Phi(r, C, \sigma), \]

where \( \hat{\lambda} \in \mathbb{R}^p \) and \( r \in \mathbb{R}^n \) are respectively the \( i \)-th network predicted output and the input vector, \( C \in \mathbb{R}^{M,n} \) and \( \sigma \in \mathbb{R}^M \) are respectively the centers and the widths of the radial basis functions artificial neural network, \( M \in \mathbb{N}^+ \) is the number of neurons in the hidden layer, and the output weights are given by \( W \in \mathbb{R}^{p \times M} \). The outputs of the hidden layer are given by

\[ \Phi(r, C, \sigma) = \begin{bmatrix} \phi(r, C^1, \sigma^1) \\ \vdots \\ \phi(r, C^M, \sigma^M) \end{bmatrix} \]

where \( \phi(r, C^m, \sigma^m) \) is the output of the hidden layer for each \( m \)-th neuron \(^1\). The Gaussian activation function is more frequently used in the case of radial basis functions artificial neural networks. They may be calculated as

\[ \phi(r, C^m, \sigma^m) = \exp \left[ -\frac{\|r - C^m\|^2}{2(\sigma^m)^2} \right]. \]

The squared vector norm calculation may be summarized as

\[ \phi(r, C^m, \sigma^m) = \exp \left[ -\frac{1}{2(\sigma^m)^2} \sum_{i=1}^{n_c} (r^i - C^m,i)^2 \right] \]

which is more conveniently used for calculation in hardware as will be seen next.

The radial basis function artificial neural network can be employed for state estimation according to the approximate strategy devised previously. We look for constructing a nonlinear mapping \( F : \mathcal{X} \times \mathcal{I} \rightarrow \mathcal{X} \) which can be constructed by employing an artificial neural network to fit a dataset constructed offline by solving (3) in a simulation environment, where \( \mathcal{I}, \mathcal{X} \) represent respectively the function domains for the information vector and the state estimate. Being so, the artificial neural network will deliver a state estimate readily once the information vector and the state prediction are updated. Thus if we set

\[ \lambda_t = \hat{x}_{t,s}, r_t = \begin{bmatrix} \hat{x}_{t,N},t \\ I_t \end{bmatrix} \]

and build a dataset to train the artificial neural network using simulation data and the results of the moving-horizon which is rich enough to represent the system dynamics, it is possible to construct a proxy for the optimal moving-horizon estimator using an artificial neural

\(^1\) We denote by \( A^k \) the vector composed by the \( k \)-th line of a matrix \( A \). Similarly, the \( k \)-th component of a vector \( v \) is given by \( v^k \).
An approximate filter has been obtained for optimal moving-horizon estimator, using a radial basis function approach. The equations of motion in nonlinear continuous-time state representation for the inverted pendulum problem are:

\[ \dot{\theta} = \frac{p \gamma_\theta}{J} \]

where \( s_\theta = \sin \theta, c_\theta = \cos \theta, M_t = m + M, \) and \( J_t = J + m l^2. \) We consider to keep both positions of the cart and the pendulum, that is, \( y = [p \ \theta]^T. \) The inverted pendulum and its close variants have been used in many recent works with respect to control and state estimation (e.g., to cite a few recent contributions, (Dwivedi et al., 2017; Messikh et al., 2017; Su et al., 2018), due to its switching stable/unstable regimes. As it is a well-known case study, it is a good choice for testing new implementations on hardware for state estimation algorithms.

4.2 Optimal Moving-Horizon State Estimator Design

Data is generated using a 4th order Runge-Kutta solver with sampling time of 10 ms, so that the discrete-time model formulation as in (1) can be employed. Simulated data is generated with a sinusoidal input of 10 rad/s and 50 N amplitude, for 20 seconds in total, and the measurements are corrupted by a white noise signal, so that the mean is the true measurement and with covariance matrix as diag(0.05, 0.1). The parameters of the physical system used in the simulations are \( M = 10 \) kg, \( m = 0.8 \) kg, \( c = 0.1 \) N.m.s/m, \( J = 100 \) kg.m²/s², \( l = 1 \) m, \( \gamma = 0.01 \) N.m.s, \( g = 9.8 \) m/s², all with proper units.

The optimal moving-horizon state estimator is then run in order to establish the state estimations as required. After some trial and error, we set \( N + 1 = 10 \) as the moving-horizon length and \( \mu = 0. \) We use this for each example no state prediction and a window containing the 10 most recent measurements. The size of the window has been set so as to guarantee constrained error as \( t \to \infty. \) By running the optimal estimator, we were able to generate all the inputs necessary for the approximate version of the state estimator. The required data to construct the approximate version are, according to Eq. (9), the time history of the information vector and the state estimate in the beginning of the moving-horizon window, as we are not using the state prediction for sake of simplicity as the focus in on the comparison of execution time on different heterogeneous platforms as we see next.

4.3 Approximate Moving-Horizon State Estimator Design

An approximate filter has been obtained for optimal moving-horizon estimator, using a radial basis function approach.
Table 1. Accuracy of the hardware implementation of the moving-horizon state estimation implemented on hardware. In the table below, the state estimates of the optimal filter performed offline, the FPGA implementation, and artificial neural network implemented on MATLAB are described respectively as \( \hat{x}_{t-N,t}^{\text{opt}}, \hat{x}_{t-N,t}^{\text{FPGA}}, \) and \( \hat{x}_{t-N,t}^{\text{ANN}} \).

<table>
<thead>
<tr>
<th>Metric</th>
<th>No. of neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE_{opt} (( \hat{x}<em>{t-N,t}^{\text{opt}} ), ( \hat{x}</em>{t-N,t}^{\text{FPGA}} ))</td>
<td>10</td>
</tr>
<tr>
<td>7.53</td>
<td>11.12</td>
</tr>
<tr>
<td>MSE_{ANN} (( \hat{x}_{t-N,t}^{\text{ANN}} ))</td>
<td>-178.26</td>
</tr>
</tbody>
</table>

Table 2. FPGA Synthesis Results.

<table>
<thead>
<tr>
<th>Neurons</th>
<th>ALMs (251.680)</th>
<th>REGs</th>
<th>Mult.</th>
<th>Freq. (MHz)</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>45,986</td>
<td>14,509</td>
<td>72</td>
<td>111.4</td>
<td>178</td>
</tr>
<tr>
<td>15</td>
<td>48,596</td>
<td>15,470</td>
<td>76</td>
<td>109.2</td>
<td>179</td>
</tr>
<tr>
<td>16</td>
<td>51,383</td>
<td>16,435</td>
<td>80</td>
<td>108.8</td>
<td>182</td>
</tr>
</tbody>
</table>

Table 3. FPGA Timing Results.

<table>
<thead>
<tr>
<th>Neurons</th>
<th>FPGA (( \mu s ))</th>
<th>ARM (( \mu s ))</th>
<th>Speed up</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>1.69</td>
<td>50.58</td>
<td>31.6 x</td>
</tr>
<tr>
<td>15</td>
<td>1.64</td>
<td>54.19</td>
<td>33.0 x</td>
</tr>
<tr>
<td>16</td>
<td>1.67</td>
<td>57.80</td>
<td>34.6 x</td>
</tr>
</tbody>
</table>

artificial neural network as in Eq. (5). We set the inputs of the network as the information vector \( I_t \) containing all inputs and outputs within the receding-horizon window, as we have set \( \mu = 0 \). We trained the network using the data from the optimal estimation procedure using a 2-steps procedure (Haykin, 2009), by selecting the centers using the k-means algorithm, fine tuning the spread by testing many different values and getting the output layer weights with the Penrose-Moore pseudo-inverse with QR factorization (Moody and Darken, 1989).

The training has been done for a range of \( 1/\sigma^2 \) in \([0.1,100]\) with step of 0.1 between two consecutive values. The impact of the number of neurons on the estimation accuracy was also evaluated by varying it in the range \([1,30]\). As the k-means algorithm depends on random initial solutions, we tested all these configurations 5 times. Testing 5 times, for the range of \( 1/\sigma^2 \) and number of neurons set amounts to 150,000 different artificial neural networks tested. Fig. 5 depicts the multiple correlation coefficient as in (10) for the least accurate state (among the four) evaluated for a given number of neurons in the artificial neural network. It can be seen that there is a point which augmenting the number of neurons does not improve significantly the accuracy of the artificial neural network in estimating the states. As the hardware resource use, energy consumption and latency are directly affected by the number of neurons, which represent the computational complexity of the state estimator, we favor the solution that represents the best compromise between accuracy and complexity. We then chose the artificial neural networks around the 14 neurons solution, which is the inflection point of the curve with greatest \( R^2 \).

4.4 FPGA synthesis results

The radial basis function artificial neural network as reported in Subsection 3.3 is implemented using VHDL code. This code was simulated using ModelSim for logic validation synthesized on Intel® Quartus Prime 17.1 for the FPGA implementation. The target FPGA was an Intel Arria 10 (10AS066N3F40E2SG). The mean squared errors (MSE) obtained by the estimation schemes implemented are summarized by using a modified mean square error metric for the case of state vectors, as

\[
\text{MSE}_{\text{ANN}} \left( x_{t-N,t}^{[1]}, x_{t-N,t}^{[2]} \right) = 20 \log \left[ \frac{1}{N_t} \sum_{t=N_t+1}^{N_t} \left( \| x_{t-N,t}^{[1]} - x_{t-N,t}^{[2]} \|^2 \right) \right] \tag{13}
\]

where \( N_t \) is the total amount of samples and \( x_{t-N,t}^{[1]}, x_{t-N,t}^{[2]} \) are two different state estimates at \( t \) made at \( t - N \) one wishes to compare. Being so, the MSE_{\text{ANN}} presents an overall metric of how well the estimates at the beginning of the sliding window are made. Minimizing MSE_{\text{ANN}} means that the difference of \( x_{t-N,t}^{[1]} - x_{t-N,t}^{[2]} \) is minimized. For example, if we compare the optimal solution with the approximate implemented in hardware, minimizing MSE_{\text{ANN}} means improving the accuracy of the FPGA solution. Table 1 summarizes the MSE_{\text{ANN}} for the cases in the inflection point of the \( R^2 \) curve shown in Fig 5, namely the solutions around the 14 neurons case. In this table we see the comparison of estimates made on the FPGA, the artificial neural network run offline, and the optimal moving-horizon state estimation. From the results presented in the table, we can see that (i) for a number of neurons greater than 13 the estimates do not present great improvements in terms of accuracy, what corroborates the information given in Fig 5 and (ii) that the implementation on hardware is accurate when compared to the MATLAB offline solution, as the error is virtually zero (please note that the values are given in dB). Thus, we look further for the FPGA synthesis results for number of neurons greater than 13, as we shall analyze in the following, as they present a good compromise in terms of accuracy, hardware consumption.

Table 2 shows the synthesis results including the number of Adaptive Logic Modules (ALMs), Registers (REGs), dedicated hardware multipliers (Mult.), maximum frequency (Freq.) and the number of cycles needed to compute each solution. Three architectures with a varying number of neurons from 14 to 16 where synthesized to illustrate the trade-offs between accuracy and hardware use. All floating-point operations are synthesized with double precision arithmetic (64 bits) since lower precision operators incur in high computation errors for these radial basis function artificial neural network configurations.

In Table 3 we see the timing results of the approximate moving-horizon state estimator. The time to process an average solution was also evaluated by varying it in the range \([0.1,100]\). As the number of neurons greater than 13 the estimates do not present great improvements in terms of accuracy, what corroborates the information given in Table 2 (\( T_i \) is the respective period in
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each artificial neural network). It is possible to see that the approximate filter implemented on FPGAs achieves considerably high frequency rates, in the order of 500 kHz. The result is compared to a software solution running on an ARM processor of a Raspberry Pi 3 to showcase the speed up that can be achieved by the dedicated hardware solution. A speed up rate higher than 31 times is achieved.

5. CONCLUSION

We have used the inherent parallel structure of artificial neural networks and FPGAs, what is a synergistic combination since the FPGAs allow the ad-hoc implementation of fast parallel computations directly on hardware. The implications of the work herein presented confirm the expectations of the approximate filter presented in (Alessandri et al., 2008, 2011), for the first time implemented in hardware in the present work. It is possible to calculate the estimation offline and accurately approximate the state estimates by means of an artificial neural network online, which performs very fast due to its inherent parallel architecture. This has been explored in the present paper by the implementation of the approximate filter directly on hardware. In future work we plan to test the approximate moving-horizon state estimator implemented in FPGAs in real-world systems with fast dynamics (Ayala et al., 2018), to propose a didactic test-bench with the inverted pendulum (Magana and Holzapfel, 1998) for receding-horizon estimation and control in FPGAs with approximate solutions and artificial neural networks (Zoppoli et al., 2020).
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