Data-driven control of water reservoirs using an emulator of the climate system
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Abstract: This study presents a novel approach to combine a data-driven control strategy with an emulator model of the climate system in order to make the optimal control of water systems more flexible and adaptive to the increasing frequency and intensity of extreme events. These latter are often associated with global climate anomalies, which are difficult to model and incorporate into optimal control algorithms. In this paper, we compare a traditional control policy conditioned only on the reservoir storage with an informed controller that enlarges the state space to include the emulated dynamics of global Sea Surface Temperature anomalies. The multi-purpose operations of Lake Como in Italy, accounting for flood control and water supply, is used as a case study. Numerical results show that the proposed approach provides a 59% improvement in system performance with respect to traditional solutions. This gain further increases during extreme drought episodes, which are influenced by global climate oscillations.
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1. INTRODUCTION

The problem of designing optimal reservoir operations has been extensively studied since the seminal work by Rippl (1883) and a number of review papers have been published over the years to describe the evolving state-of-the-art in the field (e.g., Yeh, 1985; Labadie, 2004; Castelletti et al., 2008). Since the early applications in the 1960s by Hall and Buras (1961) and Maass et al. (1962), Dynamic Programming (DP) and its stochastic extension (SDP) are probably the most widely adopted methods in the reservoir operations literature. SDP formulates a Markov decision process (MDP) that requires sequential decisions at each time step that produce an immediate cost and affect the next system state, thereby affecting all the subsequent costs. The MDP formulation has been considered particularly suitable for modeling water resource systems as it removes the simplifying assumptions of linear models, quadratic costs, and white Gaussian disturbances required in the LQG framework (Baglietto et al., 2006).

Yet, the computation of the optimal value function substantially limits the adoption of SDP in complex real-world problems due to some limitations: (1) the well known curse of dimensionality (Bellman, 1957), which limits the dimension of the system to two or three reservoirs due to the exponential growth of computational cost with the number of state variables; (2) the curse of modeling (Tsitsiklis and Van Roy, 1996), which requires all variables used as input in the operating policy to be described by a dynamic model, thus contributing additional state variables; (3) the curse of multiple objectives (Powell, 2007), which restricts the number of objective functions due to the single-objective nature of SDP that requires repeated scalarized single-objective optimizations for every Pareto optimal point, inducing a factorial growth of computation cost with the number of objectives (Giuliani et al., 2014). Given the presence of these curses, the majority of SDP applications cannot preserve the full complexity of the real water systems and, generally, restrict the problem formulation to focus solely on the dynamics of the reservoir system. The influence of the hydrologic and climate system on the reservoir dynamics is often neglected or overly simplified in a SDP-based formulation. Recent advances in Model Predictive Control (e.g., Raso et al., 2014; Galelli et al., 2015; Ficchi et al., 2016; Tian et al., 2019) provide a better characterization of inflow variability and uncertainty by means of ensemble forecast; however, forecast models may introduce modeling errors and forecast biases, which may negatively impact on the system performance (Giuliani et al., 2019).

In this paper, we contribute a different approach that, rather than relying on inflow forecasts, proposes to enlarge the state of the water system used for conditioning closed loop control policies beyond the reservoir storage. We argue that the observation of such enlarged state of the water system allows capturing hydroclimatic conditions, possibly including global climate oscillations, that are known to impact on current and future local hydrologic dynamics (e.g., Emerton et al., 2017). Specifically, we first search the Sea Surface Temperature anomalies at the global scale that are statistically correlated with local
hydroclimatic conditions. This teleconnection analysis is run separately depending on the phase of a climate signal (Lee et al., 2018), such as El Niño and La Niña for the El Niño Southern Oscillation (ENSO) and the positive and negative phases of the North Atlantic Oscillation (NAO), as measured by their corresponding indexes. Then, we perform a model reduction via Proper Orthogonal Decomposition (Chatterjee, 2000) to build an emulator of the selected climate variables. To directly use the output of the climate system emulator as input in the control policy design, we rely on the Evolutionary Multi-Objective Direct Policy Search method (Giuliani et al., 2016a), which implements a data-driven control strategy (Formentin et al., 2013) by integrating direct policy search, nonlinear approximating networks, and multi-objective evolutionary algorithms. The approach is demonstrated using the Lake Como basin as a case study. Lake Como is a regulated lake in northern Italy mainly operated for flood control and irrigation supply (Giuliani et al., 2016b).

2. PROBLEM FORMULATION

A generic water reservoir system can be described by an integrated dynamic model composed of the three main sub-systems illustrated in Figure 1, namely a hydroclimatic system, a reservoir system, and a downstream system. Each of the three systems has its own state $x_j (j = H, R, D)$ and the outputs of one system $y_{t+1}$ generally represent inputs to another system.

The dynamics of the composite system over time is affected by both control decisions $u_t$ and external disturbances $\varepsilon_{t+1}$, i.e.

$$x_{t+1} = f_t(x_t, u_t, \varepsilon_{t+1})$$

where the decisions at each time step are determined by a closed loop control rule $u_t = \mu(x_t)$, with the state of the system demonstrated to be sufficient for conditioning optimal operational decisions (Bertsekas, 1976). In the adopted notation, the time subscript of a variable indicates the instant when its value is deterministically known. An operating policy $p$ is defined as a periodic sequence of control laws, $p = [\mu_0(x_0), \ldots, \mu_T(x_T)]$, where $T$ is the period of the system (e.g., annual period).

The reservoir system (solid block in Figure 1) is the one directly controlled by the control decisions (i.e., the volume of water to be released from the dam) and that indirectly influences the downstream system (dotted block in Figure 1) by releasing water that supplies irrigation to the downstream agricultural district. Conversely, the hydroclimatic systems (dashed block in Figure 1) is uncontrolled and partially observable, but may still provide valuable information to the control rule.

For each of the $Z$ stakeholders representing different water-related interests in the system (e.g., hydropower production, water supply, environmental protection), a specific objective function is formulated as a functional of the trajectory $T$ of relevant model variables over an evaluation horizon $[0, H]$ across an ensemble of $K$ realizations of the system disturbances $\varepsilon_{t+1}$

$$J^i = \Psi_{\varepsilon_1, \ldots, \varepsilon_K} [\Theta_{t=1, \ldots, T}] \quad i = 1, \ldots, Z$$

where $\Phi$ is an operator for time aggregation (e.g., the cumulative cost or more complex cost functions that are not separable in time, such as duration curves), and $\Psi_\varepsilon$ is a statistic used to filter the noise generated by the disturbances (e.g., expected value).

Given the dynamic model of the system in (1) and the objective functions in (2), the set of Pareto optimal control policies $p^*$ is designed by solving the following multi-objective optimal control problem (Castelletti et al., 2008):

$$p^* = \arg \min_p J(T) = |J^1(T), \ldots, J^Z(T)|$$

A policy is defined as Pareto-optimal if no other solution gives a better value for one objective without degrading the performance in at least one other objective.

3. METHODS

3.1 Climate system modeling

The model of the climate system focuses on the identification of Sea Surface Temperature (SST) anomalies that influence the current and future local hydroclimatic conditions according to global climate oscillations. The detection of these climate teleconnections is performed by means of the Niño Index Phase Analysis, a statistical framework originally developed by Zimmermann et al. (2016) for predicting seasonal precipitation conditioned on prior season atmospheric-oceanic variables.

The first step of the climate system modeling procedure generates correlation maps between seasonal SST anomalies $\Omega_t$ from a global monthly gridded dataset (NOAA’s Extended Reconstructed SST Version 3b) and the next season mean local precipitation $P_{\Omega_t}$. For each month, correlated grids $\omega_t$ at the 95% significance level are identified separately for the positive and negative phase of the considered climate signal (i.e., ENSO and NAO). The $N$ selected SST anomalies therefore represent an observable sub-set of the hydroclimatic state ($x_t^{H}$), i.e. $\omega_t \subseteq \Omega_t \subset x_t^{H}$.

The second step of our procedure builds an emulator of the identified SST regions via Proper Orthogonal Decomposition. A Principal Component Analysis (PCA) is conducted on $\omega_t$ to search for linear combinations of these original

![Fig. 1. Integrated dynamic model of a generic water system, composed of a hydroclimatic, reservoir, and downstream sub-systems.](image-url)
variables such that the coefficients of the output combinations (the principal vectors) form a low-dimensional sub-space defined by directions explaining maximal variance in the original data (Joliffe, 2002). PCA is performed via eigenvalue decomposition of the covariance matrix \( Q \) of the selected SST grids, i.e.

\[
Q = \frac{1}{N_y} \sum_{i=1}^{N_y} (\omega_i)' \cdot \omega_j
\]

where \( N_y \) is the number of years of available observations. The resulting eigenvectors \( v^\theta \) (with \( q = 1, \ldots, N \)) allow mapping the original SST grids into their principal components, i.e.

\[
g^\theta_t = \omega_t \cdot v^\theta \quad \text{with} \quad q = 1, \ldots, N
\]

As in Zimmerman et al. (2016), only the first Principal Component \( (g^1_t) \) for each climate signal is then considered, as it generally explains most of the variance in the selected SST predictor regions.

### 3.2 Evolutionary Multi-Objective Direct Policy Search

EMODPS is an approximate Dynamic Programming approach that relies on a functional optimization searching the optimal control policy within an infinite-dimensional space of functions (Baglietto et al., 2006). Specifically, EMODPS is based on the parameterization of the operating policies \( p^\theta \) within a given family of functions and the exploration of the parameter space \( \Theta \) to find a parameterized policy that optimizes the objective functions vector (Rücksieß et al., 2010), i.e.

\[
p^\theta_0 = \arg \min_{p^\theta} J(T)
\]

subject to the dynamics of the system, where \( \theta \in \Theta \).

Numerous policy search approaches have been developed in recent years for addressing a diverse suite of control problems (for a review, see Deisenroth et al., 2011, and references therein), with the adopted EMODPS method that can be classified as a stochastic, model-based, episode-based, multi-objective DPS approach. Since policy search methods do not provide any theoretical guarantee on the optimality of the resulting solutions, the choice of the parametric function for the control policy and the ability of the optimization algorithm used to search for the optimal control policy parameters emerged as two critical factors determining the ability of discovering high-quality solutions.

In this work, the control policies are defined as Gaussian radial basis functions (RBF, Busoniu et al., 2011), which have been demonstrated to be effective in solving these types of multi-objective control problems (Giuliani et al., 2016a). The \( k \)-th control decision in \( u_t \) (with \( k = 1, \ldots, n_{\theta} \)) is defined as:

\[
u^k_t = \sum_{i=1}^{B} w_{i,k} \varphi_i(I_t) + \alpha
\]

where \( B \) is the number of RBFs \( \varphi(\cdot) \) and \( w_{i,k} \) the non-negative weight of the \( i \)-th RBF (i.e., \( w_{i,k} \geq 0 \ \forall i \)), and \( \alpha \) a constant parameter. The single RBF is defined as follows:

\[
\varphi_i(I_t) = \exp \left[ - \sum_{j=1}^{M} \frac{(I'_t - c_{j,i})^2}{b_{j,i}} \right]
\]

where \( M \) is the number of input variables \( I_t \) and \( c_i, b_i \) are the \( M \)-dimensional center and radius vectors of the \( i \)-th RBF, respectively. The policy parameter vector \( \theta \) is therefore defined as

\[
\theta = [(c_1, \ldots, c_M)^B, (b_1, \ldots, b_M)^B, (w_1, \ldots, w_n)^B, \alpha] \quad \text{and belongs to} \quad \mathbb{R}^{n_\theta}, \quad \text{where} \quad n_\theta = B(2M + n_\eta) + n_\alpha.
\]

To cope with the high-dimensional space of policy parameters as well as nonlinear, noisy, and multimodal objective functions, we solved the EMODPS problem in (6) by using the self-adaptive Borg Multi-Objective Evolutionary Algorithm (Hadka and Reed, 2013). This latter employs multiple global probabilistic search operators for mating, selection, and mutation, and adjusts their probability of being selected during the search based on their demonstrated ability of generating new nondominated solutions. These two features contribute in making the Borg MOEA highly robust in solving multi-objective optimal control problems (Zatarain-Salazar et al., 2016), as they overcome the limitations of tuning the algorithm’s parameters to the specific fitness landscape of the problem.

A key feature of EMODPS is the possibility of conditioning the policy through a data-driven controller tuning approach (Formentin et al., 2013), where the control decisions can be conditioned upon (partial) observations of the hydroclimatic system state (Giuliani et al., 2015, 2018). In this work, we consider two different EMODPS problem formulations. A baseline formulation in (9a), where the vector of control decisions \( u_t \) is determined by a policy defined as a function of the day of the year \( d_t \) (to account for the time-dependency and cyclostationarity of the system and, consequently, of the control policy) and the reservoir storage \( x_t^{\text{l}} \); and a climate-informed formulation in (9b) that includes as additional policy inputs the emulated state of the hydroclimatic system represented by the first principal components of the selected SST grids for ENSO and NAO.

\[
u_t = p_0(d_t, x_t^{\text{l}}, x_t^{\text{ENSO}}, x_t^{\text{NAO}})
\]

4. CASE STUDY DESCRIPTION

Lake Como is a sub-alpine lake in the Italian lake district, northern Italy (Figure 2). The main tributary, and only emissary of the lake, is the Adda river, whose sublacual part originates in the southeastern branch of the lake and feeds four agricultural districts. The southwestern branch of the lake constitutes a dead end exposed to flooding events, particularly in the city of Como which is the lowest point of the lake shoreline. The lake regulation has the dual aim of guaranteeing flood protection to the lake shores and supplying water to downstream users.

Lake Como dynamics is modeled as a discrete-time, periodic, non-linear, stochastic MDP with the following features: the state variable \( x_t^{\text{l}} \) is the lake storage and the control \( u_t \), determined by the control policy, is the release decision; the system is affected by a stochastic disturbance \( \varepsilon_{t+1} \) representing the lake’s net inflow in the time interval \([t, t+1)\); the state transition function \( x_{t+1}^{\text{l}} = x_t^{\text{l}} + \)
On the basis of previous works (e.g., Giuliani and Castelletti, 2016; Denaro et al., 2017) two operating objectives (both to be minimized) are formulated as follows: i) flooding $J^F$, defined in (10) as the average annual number of flooding days over the simulation horizon $H$ with a lake level $h_t$ higher than the flooding threshold $\bar{h} = 1.24$ m; ii) water supply $J^S$, defined in (11) as the daily average quadratic water deficit between the lake release $r_{t+1}$ and the daily water demand of the downstream system $w_t$, subject to the minimum environmental flow constraint $q^{MEF} = 5 \text{ m}^3/\text{s}$, where a time-varying parameter $\beta_t$ is used to penalize deficits occurring after the crops’ germination until the beginning of phenological maturity.

$$J^F = \frac{1}{H/365} \sum_{t=1}^{H} \Lambda(h_t) \quad \text{where} \quad \Lambda(h_t) = \begin{cases} 1 & \text{if } h_t > \bar{h} \\ 0 & \text{otherwise} \end{cases}$$

$$J^S = \frac{1}{H} \sum_{t=1}^{H} \beta_t \times \max \left( w_t - \max(r_{t+1} - q^{MEF}, 0), 0 \right)^2$$

The EMODPS optimization is performed over the simulation horizon 1996-2008, which was selected because it shows good variability in the local hydrological conditions including some intense droughts events. To improve solution diversity and avoid dependence on randomness, the solution set from each formulation is the result of 20 random optimization trials. The final set of Pareto optimal policies for each experiment is defined as the set of non-dominated solutions from the results of all the optimization trials.

According to the Information Selection and Assessment framework (Giuliani et al., 2015), the improvement generated by the climate-informed formulation with respect to the baseline is quantified using as a reference a set of upper-bound solutions, designed assuming perfect foresight of future inflows. In particular, we used a set of control policies informed by a perfect forecast of the Lake Como inflow accumulated over a lead-time of 51 days, which was demonstrated by Denaro et al. (2017) to be a valuable information for improving the Lake Como operations.

Given the multi-objective nature of the Lake Como problem whose solution is a set of Pareto optimal (or approximate) policies, the benefit of adopting the climate-informed formulation in (9b) with respect to the baseline formulation in (9a) is measured in terms of hypervolume indicator ($HV$), a metric that captures both the proximity of the approximated set $\mathcal{F}$ to the optimal front $\mathcal{F}'$ and the distribution of the solutions for representing the full extent of tradeoffs. This indicator is formulated as the ratio of objective space’s volumes dominated ($\leq$) by the policy under evaluation (i.e., baseline or climate-informed) and the reference set obtained under the assumption of perfect foresight:

$$HV(\mathcal{F}, \mathcal{F}') = \frac{\int \alpha(\mathcal{s})ds}{\int \alpha(\mathcal{s})ds}$$

$$\alpha(\mathcal{s}) = \begin{cases} 1 & \text{if } \exists s' \in \mathcal{F} \text{ such that } s' \preceq s \\ 0 & \text{otherwise} \end{cases}$$

5. RESULTS

Figure 3 illustrates the performance of three Pareto approximate sets, namely the baseline (white circles), climate-informed (gray circles), and upper-bound control policies (black squares), over the time horizon (1996-2008). The two axes of the figure represent the operating objectives (to be minimized) and the black arrows show the direction of increasing preference, with the best solution located in the bottom-left corner of the figure.

Results provide a clear ranking of the three set of solutions, with the space between the baseline and upper-bound policies that quantify the potential room for improvement generated by the ideal perfect information of the future inflows. Inflows, nevertheless, depend on the hydroclimatic system dynamics (Figure 1) and the climate-informed policies completely dominate the baseline solutions by partially filling the gap with respect to the upper-bound policies. Yet, using an emulator of the SST dynamics provides a partial representation of the hydroclimatic system, yielding inferior solutions with respect to the upper-bound policies. It is worth noticing that both the climate-informed and the upper-bound policies improve mostly in terms of $J^S$. The seasonal information provided by both the preseason SST (climate-informed policies) and 51 day ahead perfect inflow forecast (upper-bound policies) is indeed relevant for water supply operations, while flood control would need different information on a shorter lead time to capture the flood dynamics, which generally evolve over some hours to few days. Still, the downward shift of the Pareto front indirectly influence the performance in terms of $J^F$ by allowing the identification of better compromise solutions.
Fig. 3. Performance obtained by the baseline, climate-informed and upper-bound control policies, with the arrows indicating the direction of increasing preference for the two objectives. Solutions A and B are selected as they attain the same performance of the historical lake regulation in terms of flood control.

A quantitative measure of this improvement is provided by the values of the hypervolume indicator in Table 1. Moving from the baseline solutions to the climate-informed policies generates an increase of $HV$ equal to 0.19, corresponding to a 59% gain in system performance.

Table 1. Hypervolume indicator ($HV$) for the Pareto approximate sets in Figure 3.

<table>
<thead>
<tr>
<th>Policies</th>
<th>$HV$</th>
<th>$\Delta HV$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline policies</td>
<td>0.32</td>
<td>-</td>
</tr>
<tr>
<td>Climate-informed policies</td>
<td>0.51</td>
<td>0.19</td>
</tr>
<tr>
<td>Upper-bound policies</td>
<td>1.00</td>
<td>0.68</td>
</tr>
</tbody>
</table>

To better understand the differences between the baseline and climate-informed policies, Figure 4 reports the simulated lake level under two distinct solutions (i.e., policies A and B in Figure 3) that attain the same performance of the historical regulation of the lake in terms of flood control. The rationale of this choice is to look at control policies able to improve $J^S$ without degrading the performance in $J^F$. In terms of water supply deficit, policy B attains a reduction of $J^S$ equal to 287 (m$^3$/s$^2$); this corresponds to an average deficit reduction of 1.42 m$^3$/s (i.e., $44.8 \times 10^6$ m$^3$/year). All the trajectories show a common annual pattern, with the highest lake levels reached in late spring thanks to the contribution of the snowmelt, followed by a marked drawdown during the summer, when the downstream irrigation demand is at its maximum. The summer season is the period when the climate-informed policy (red lines) gain the most over the baseline one (blue lines) by delaying the drawdown to late July in order to save water for covering the irrigation demand in August. This difference is particularly evident during intense drought episodes, with a few blue lines that fall below 0.25 m in June, one month before the corresponding red trajectories.

6. CONCLUSION

The paper explores the potential benefit of including information from the hydroclimatic system as additional input of the control policies used for the optimal operations of water reservoir systems. The multipurpose operations of Lake Como (Italy) is used as a case study.

The combination of a reduced model of the climate system capturing the dynamics of Sea Surface Temperature anomalies with a data-driven controller designed via Evolutionary Multi-Objective Direct Policy Search produces a 50% improvement in system performance. This improvement can be attributed to the information capturing global climate oscillations provided by the SST model emulator, which is influencing the Lake Como inflows especially during extreme drought events.

Future research efforts will focus on further improving the representation of the hydroclimatic system beside the SST anomalies for capturing additional processes that might be valuable for informing the control policy. Moreover, it will be interesting to generalize the proposed approach in different case studies featuring diverse hydroclimatic conditions and operating objectives.
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