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Abstract: This paper describes how to design flatness-based distributed feedforward controllers
for the solution of the trajectory planning problem of semilinear time-fractional reaction-
diffusion systems (TFRDSs), where the first-order time derivative of conventional reaction-
diffusion system is extended to a Caputo fractional derivative of order a € (0,1]. To this
end, an implicit system variable and control input parametrization is determined based on the
spectral property of system operator with respect to a basic output and its fractional-order
derivatives. The convergence of the parametrizations is guaranteed by restricting the basic
output to some certain Gevrey classes. With these, we propose two approaches on solving the
trajectory planning problem within a prescribed finite time interval. A simulation example is

finally included to illustrate our results.
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1. INTRODUCTION

Over the last two decades, there is an increasing activity in
the study of trajectory planning problems for conventional
reaction-diffusion systems, which are used to model the
heating or cooling down processes of the metal slabs in
steel industry by assuming that the diffusion medium
is spatially homogeneous, see, e.g., Meurer and Kugi
(2009) and the references therein. However, the situation
may not always be this simple. Most of the diffusion
environments in practice are spatially inhomogeneous and
may be of an ‘anomalous’ nature due to the complicated
interactions between the reactants and their environment
(Yamamoto et al., 2014; Ge et al., 2018a,b). Based on this,
we here focus on processes in which the reactants exhibit
subdiffusive behaviour. It is shown in Metzler and Klafter
(2000); Ge et al. (2016a,b,c, 2017) and Luchko (2012)
that TFRDSs possess pattern formation for the same sets
of model parameters as the subdiffusion processes. This
is due to the fact that the fractional-order derivative is
defined as a kind of convolution hence representing well
the dynamics inheriting subdiffusive properties (see e.g.
Kilbas et al. (2006); Ge and Chen (2020, 2019)). Therefore,
research on trajectory planning problems for TFRDSs
should be both interesting and challenging.

Let Q = {z € R* : 2 = (21,29, - ,2%) and 0 < z; <
L;, i€ I}, Iy = {1,2,--- ,k} be a 1 < n—dimensional
parallelepipedon and let 7' > 0. In this paper, we consider
the following semilinear TFRDSs :
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EDFy(e,t) = Y Ayl t) + Syl ) + Bult) (1)

under the Robin boundary conditions (BCs)

{ lewz(x’t) + sly(xat) = 0,-’131' = Liai S Ik7 te [O’T](Q)
and the initial condition
y(z,0) =0, z € Q, (3)

where §D§, a € (0,1] denotes the Caputo fractional
derivative, f(y(x,t)) is a continuous function to be speci-
fied later and

Bu(t) = g(x)u(t).

)
In addition, u € C[0, T is the control input and g € L?(£2)
denotes the spatial distribution of actuators. Here L?(£2)
represents the usual square-integrable function space en-
dowed with the inner product (-,-) and the norm || - ||.

4

—~

Furthermore, since both integer-order and time fractional-
order reaction-diffusion systems incorporate an extra po-
sition variable in the model, their control can be divided
into two parts. The first one is the so-called distributed
control, which can be regarded as the distributed energy
sources emerging in the right part of the integer-order or
time-fractional partial differential equations (PDEs). The
second one concerns the so-called boundary control. In this
case, the plant is controlled from a bound appearing in the
boundary conditions.
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To solve the trajectory planning problems of integer-order
reaction-diffusion systems, the flatness-based feedforward
tracking control strategy has been proposed to realize that
the solution of the considered systems could reach to a
final state along the certain pre-planned path. For the
boundary control cases, flatness concepts were proposed
e.g. in Laroche et al. (2000) for the motion planning
problem of one-dimensional linear diffusion systems and
in Meurer and Krstic (2011) to investigate the nonlinear
motion planning problem of linear multi-agent PDE dy-
namics. Spectral analysis was discussed in Meurer (2011)
for the trajectory planning problem of boundary controlled
diffusion-reaction system defined on a 1 < r—dimensional
parallelepipedon. There also exist some results on the
study of trajectory planning problem via a Volterra-type
integral equation for higher-dimensional spatial domains
linear parabolic PDEs in Meurer and Kugi (2009) and for
semilinear cases in Schorkhuber et al. (2013). In addition,
for the case of distributed control, we refer the reader to
Kharitonov and Sawodny (2006) where a flatness-based
distributed feedforward controller was designed for exact
output tracking of the linear parabolic PDEs. All in all, the
basic idea of flatness-based technique is to parametrize the
system variable and the control inputs by means of a flat
output. This is appealing in many applications, where the
trajectories under some features can be generated based
on the desired motion performance.

Notice that TFRDSs can be regarded as an extension
of the conventional reaction-diffusion systems, where the
first-order time derivative is generalized to a fractional
derivative of order o € (0, 1]. We are able to propose the
flatness-based distributed feedforward tracking control s-
trategy for the solution of the trajectory planning problem
of semilinear TFRDSs (1). To the best of our knowledge,
no result is available on this topic. For this purpose, we
first parametrize both the system variable and the control
input based on the spectral theory of the system oper-
ator with respect to the basic output and its fractional-
order derivatives. Then we study the convergence of the
parametrizations. With these, two approaches are given
to solve the trajectory planning problem of semilinear
TFRDSs within a prescribed finite time interval.

The rest of this paper is organized as follows. The problem
formulation and some basic results used thereafter are giv-
en in section 2. In Section 3, we present our main results on
the flatness-based trajectory planning approach and their
convergence for semilinear TFRDSs. This is illustrated in
Section 4, where a simulation result is presented.

2. PRELIMINARIES

First, we give some basic results on fractional calculus.

Definition 1. (Kilbas et al., 2006) The Riemann-Liouville
fractional integral of order ¢ > 0 for a function ¢ :
[0,00) — R is given by

t a—1
(t—s)
IFo(t) = —_— d 5
oizolt) = [ h—ots)as 9
Where F( ) represents the Euler gamma function defined
by T =[St te7tdt, o > 0 and the right side is

p01ntW1se defined on [0, oo)

Lemma 2. (Kilbas et al., 2006) Given T' > 0, if ¢ is contin-
uous on [0, T, the Riemann-Liouville fractional integration
operators ol with o > 0 is bounded, i.e.,

[e3

T
I t)|.
e, oI o(t)] < aT(a) %, o)l (6)
Definition 3. (Kilbas et al., 2006) The Caputo fractional

derivative of order a > 0 for a function ¢ : [0,
defined as

o) » Ris

§DFo) = oIf 0 o(1) (™)

provided that the right side is pointwise defined on [0, 00).
Here [—a] denotes the greatest integer less than or equal
to —a and n = —[—a].

Introduce the Laplace operator A = Zle 0‘9—; with the

domain D(A {¢ € L*(Q) : ¢ satisfies the BCs (2)} .
Lemma 2 of Meurer (2011) yields that the eigenvalue
of (A, D(A)) satisfies A, < 0 and the corresponding
eigenfunctions satisfy &,(x) = Hle &ni(x;) with n =
(n1,ma,+-,ng) € NF¥ and each &,,(z;) determined as
the solution of the Sturm-Liouville problem. Moreover,
{&n},ene forms a Riesz basic of space L?(9).

Based on these, by Luchko (2012), if yo € L*(Q) and f €
L (C(0,T; L*(R2)), L*(£2)), there exists a unique weak
solution y € C (0, T; H*(Q) N H{(Q)) NC (0,T; L*()) to
system (1)—(3). To obtain our results, the following further
assumption on the function f holds true.

Assumption 1: f(0) = 0 and given r > 0, y, y* € E :=
C (0,T; L*(Q)) with [ly| g, [ly*][z <, a constant ¢ = ¢(r)
can be found satisfying

[(F(0) = F (D), &)l < el ) =y (1), 6n)

) =
for all ¢ > 0 and n € N*. Here (-,-) denotes the inner
product of space L?(Q2).

Now we are ready to give the following definition.
Definition 4. Given yr € L?(Q2), the considered trajectory
planning problem for TFRDSs (1) — (3) concerns how to
design the input trajectory Bu(t) such that the function
y(z,t) starting from yo(z) = 0 could reach yr as close as
possible along a pre-planned path within ¢ € [0, T7, i.e

Bull) o (2), z e (8)

yo(x) t€[0,T)

3. STATE AND INPUT PARAMETRIZATION

8.1 Operational parametrization

e e 00 00
Let > = > --- > and [[] = [[ --- ] . Since
neNk ni=1 np=1 neNk ny=1 nep=1

y(-,t),9 € L*(Q) and {&,}, e forms a Riesz basic of
L?(Q), one has

neNFk
Let yn(t) = (y(-1),&n)s (falyn))(t) = (f(y(-,1)),&n) and
up(t) = (Bu(t),&,) = (9,&n)u(t). Then the spectral

representation of system (1) — (3) follows as
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gD??/n@) = )‘nyn(t) + (fn(yn))(t) + un(t)an € Nk(a]_o)
yn(0) = 0.

Consider the property

L{§ D yn} (5) / /
-

0

as a consequence of y,(0) = 0, taking Laplace transform
on both sides of (10) yields that

gn(S) — E{f?z(y;(z}_(s))\: an(s)

where §,,(8), U, (s) and L{f,(yn)}(s) denote respectively,
the Laplace transforms of y,(¢), u,(t) and (fn(yn))(t).
Moreover, it is worth noting that L£{f,(y,}(s) is only
introduced to present the procedure but of course will and
can not be evaluated explicitly. Therefore,

_ L{fn(yn)}(s) + tin(s)
—An (1= 8%/An)
n(-5) (12)

(t—m)" 6y"( ™) dre—tsdt

I'(l—a«)

W%¥ = Ly ()

7neNk,

(11)

Gn(s)

= %ieNk,i#n _ s> (L{fn(yn)}(s) + Un(s)) -
zel:[\l’“ ( /\i)

Suppose that {Z,(s)},en+ is in the operational domain
such that

Tn(s) = ;—1 1T <1 - ‘f) Z(s)

i€NF i£n

(13)

and
in(s) = [
i€NF

Define MQ = NO =1 and Mj =

(1-5) 206~ Ll o). (19

(=1’

)\7',1 )\1',2 "'A'ij

i eNF\ () el ’
%, when j > 1, we obtain that
vy

Aig Aig

Nj= X

i, €ENF rel;

Un(s) = i ZMS Zn(s

ZNS Jzn

As a result, this prov1des a way to explicitly parametrize
In(s) and ., (s). Here z,(t) is called to be the flat output.

(15)

Taking into account the definition of high-order Caputo
fractional derivative and L {oIfp} (s) = s~ *p(s), a > 0,

one has
n—1
L{§Dp} (s) = s"p(s) — > _ s> " pk)(04). (16)
k=0

Then if the flat output z,(t) is chosen such that

Z'Elk)(o—’_) = 07 Vk = 07 1a 27 Ty (17)

Eq. (16) leads to £ {ngjzn} (s) = 5%9%,(s). With this,

making use of the inverse Laplace transform on both sides
of (15), it formally yields that

1 .
balt) = 1 M, €D za(t)

ZN] § Dy 2,

8.2 Convergence analysis

(18)

and

To this end, the notion of a Gevrey class as introduced, e.g.
in Rodino (1993); Rabbani et al. (2010) is required, which
can be regarded as an extension of analytic functions with
convergent Taylor expansion.

Definition 5. (Gevrey class) Given T' > 0, the function
p(t) is of Gevrey class § > 0 in (0,7), denoted by
Gk (0,7), if ¢ € C*°[0,T] and for any compact subsect
I C(0,T), a positive constant L can be found such that

max ‘(p (t)‘ < L-— foralln=N7"U{0}. (20)

tel

Definition 5 yields that a Gevrey function of order f; is
obviously also of order fs if B3 > B1. A classical result
states that if 8 < 1, the function is entire, while it is
analytic for § = 1. Besides, for 8 > 1, there are compactly
supported functions in the class that are not identically
zero (Laroche et al., 2000). To further illustrate the Gevrey
class, we consider the following bump function

0 ift<0,
Jo ¢r(s)ds
@W’T(t) = U — lf t e [0,T)7 (21)
o, 1r(8)d
1f0 ifwt’Tz(ST) ’
with v > 1,
t\ t]17”
yr(t) =4 TP Kl a T) T] 10,7, (99
0, else

and get that ¢, r(t) is a Gevrey function of order 1 + %
Moreover, choose T' = 0.6, we plot the bump function
with v =1,1.5,2,10 (i.e., 8 = 2,5/3,1.5,1.1 respectively)
in Fig.1, which shows that the larger 3, the faster the
transition slope.

In analogy to the proof of Proposition 6-7 in Meurer
(2011), we obtain the following proposition and omit its
detailed proof.

Proposition 6. The Weierstrass canonical products g, (s)
and U, (s) + L{fn(yn)}(s) given by (15) are two entire
functions of finite order d € [1/2,n/2].

Theorem 7. Given T > 0, let Assumption 1 hold true and
let z,,(t) be a Gevrey function of order 8 € (1, 2] satisfying
(17). Set nj = —[—ay] for any j € N* U {0}, then

—[F L&, (eady’’? (1)1
Anl ZOj K

Jj=0

sup [y (t)] <

(23)
t€[0,T]
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Fig. 1. The bump function ., 7 (¢) with v = 1,1.5,2,10

and T = 0.6.
and
sup |up(1)]
t€[0,T]

<- Lﬂ L <1+|A|> icj (ead)”;(‘7 M (24)

hold true for some a > 0, Where e is the base of the natural
logarithm, [—1/a] denotes the greatest integer less than or
equal to —1/«, ¢ is defined in Assumption 1 and

1, . ifn; —aj =0,
Tni—aj

aj # 0.
(t — @), — ) 7
Moreover, the series Y. yn(t)én(x) and Y un(8)&n(x)

neNFk neNF

with y,, (t) and w, (t) parameterized according to (18) and
(19) converge uniformly in C (0,T; L*(Q2)) for K < oo if

B < 1/d and for K < (ead)® if B =1/d.

C= (25)

if n; —

Proof. Given T' > 0, since z,,(t) € Gk 5(0,1) for 8 € (1,2]
satisfies (17), based on the definition of n; and Lemma 2,
it follows that

oo

oy d™
M; nj—aj
sup |yn(t -— sup I -2 (T ‘
telo, T] | ZO An te[0,T 0 dtni (*)
d7
< — iosup |——z,(t ‘ 26
z(:) An ( [ } Jte[o )| dt? 2 (26)

_ [71 >

@ ZC

S
where C; is doﬁncd in (25) and —[—1/a] denotes the
number of the derivative order j. By Proposition 6, we
obtain that §,(s) is an entire function of finite order
d € [1/2,n/2]. According to Levin (1996), introduce
the function M(p) = ‘max |gn(s)], it yields that the
asymptotic inequality M (o) < exp(ag?) is fulfilled for
some a > 0. With this, Lemma 1 of Levin (1996) implies

N

M| < (ea> for all j > 0. (27)
J

It then follows from (j)7 > j! that (26) can lead to (23).

Furthermore, based on the Cauchy-Hadamard theorem in
Hadamard (2014), the radius r of convergence of the series

Z g; is 1/r = limsup |g;|*/7. It follows from the property

7=0 j~>oo

of the Gamma function that there exists a constant c¢;
satisfying oI'(or) > ¢1 for all a € (0,1]. Then, |C;| <
Tmi=%J /e and the radius r of convergence for the power
series (23) is

B—1/d
limsup (j!) 7

Jj—o0

(ead)l/d

1/r = (28)

> 0 can be
Hence,

Moreover, if 8 < 1/d, a constant co

found such that > |y.(0)> < 2
neNFk neNFk

> yn(t)&n(x) is uniformly convergent in

neNF

C (0,T; L*(%)). Besides, if 8 = 1/d, the condition K <

(ead)l/ “ has to be imposed to guarantee the finite radius
of convergence of the series.

C2
[Anl?"

the series

Next, we discuss the convergence of the control input
parametrization u,(t). Since @, (s) + L{fn(yn)}(s) given
by (15) is an entire function of finite order d € [1/2,n/2]
as a consequence of Proposition 6, one has

sup |un(t) +

(fn(yn)) (@)
tE[O 7]

<Z|N| sup

=0 t€[0,T7]
eadj/d
[ }LZC

This, together with Eq.(23) and Assumption 1, leads to

dns
a0

( -t/

OInjfaJ

sup |un(t)|
t€[0,T

~1 ¢\ <=, (ead)’® (j1)P~1/4
<—|— — ; .
< [Z]e(+ ) po =

Similarly, its convergence radius r satisfies

B—1/d
limsup (5!) 7

j—o0

v
1= o) i (30)

Then, the series >

neNk
is uniformly convergent in C' (O,T;LQ(Q)) for K < oo if
B < 1/dand for K < (ead)l/d if in addition 8 = 1/d. This
completes the proof. O

Up (t)&n(x) parameterized by (19)

Based on Theorem 7, we obtain that the system variable
y(z,t) and the controller Bu(t) satisfy

o0

v t) = 3 (X D0 ) o)
neNk \ j=0 (31)
Bu(t) = Z ZN] Dy Zn t) = (fa(yn))(@) | &n(@),
neNFkE \ j=0

where (fn(yn))(t) = (f (y(-,t)),&n). Then, the trajectory
planning problem for system (1) under control input Bu(t)
within a prescribed finite time interval can be solved.
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4. TRAJECTORY PLANNING AND FEEDFORWARD
TRACKING CONTROL

The objective of this section is to propose two approaches
for the solution of the trajectory planning problem of
system (1).

4.1 Direct approach

Motivated by the above consideration, especially the in-
troduction of the bump function in (21), the desired tra-
jectory for the basic output can be designed according to

zn(t) = Loy (t), (32)

where {cl'},env I8 a sequence of constants satisfying

S (1) < oo, e, €7 € I2.
neNk

compact support property of bump function ¢, r(t), we

obtain that z,(t) is a Gevrey function of order f = 1+

L€ (1,2] and satisfies (17). Then the uniform convergence

Based on the smooth

of the system variable and input parameterizations (31)
holds in C (0, T; L? (Q)) as a consequence of the Theorem
7. Therefore, given yr € L?(Q), the choice of the trajectory
z(z,t) guarantees that the solution of system (1) — (3) is
transfered from yo(z) = 0 to yr € L*(Q) within ¢ € [0, 7.

4.2 Indirect approach

The direct approach essentially relies on the solution of (1)
and a priori knowledge of the corresponding input, which
imposes certain structural limitations. To weaken this, we
consider an indirect approach.

Taking into account that the spatial distribution g;(z) of
an actuator satisfies g; € L?(Q2), the control Bu(t) in (31)
can be parameterized as follows

Bu(t) = 3 {clon(t) = (nlpa) (O} Enl@). (33
neNk
where
_ —cZwa(t)
(Pl = | D — 6 | 1

neNFk "

and

ZNJODt Pyt ZMJODt ©y,1(t).

7=0
Given yr € L*(Q), the control mputs that render
ly(z, Bu(T)) — yr|| minimal can be reduced to the fol-
lowing minimization problem

(34)

min |jy(z, Bu(T)) — yr|*

'n €l2
subject to (33). Obviously, only a finite set of constants ¢
can be determined for the flat output. Then the trajectory
planning problems is solved for system (1) — (3) starting
from yo = 0 to approximate yr within ¢ € [0, T.

5. NUMERICAL EXAMPLE

Consider system (1) with k = 2, « = 0.3, L; = Ly = 1,
T =0.6, z = (x1,22) and

Target function ¥%
Approximgte function

Fig. 2. The comparison between the target function yg.g
(left) and its approximate y(x, Bu(0.6)) (right).

Y

fly) =9y + T2

(35)

Given any R > 0 satisfying |ly||g < R, it yields that
Assumption 1 holds true for ¢ = 10. The coefficients of the
BCs can be chosen as p; =r; =0 and ¢; = s; =1, 1 € I,

e., Dirichlet BCs. However, Neumann BCs and Robin
BCs can be considered in a similar way. In what follows,
set the target function yo.¢ (21, 72) = @(z1)¥(x) € L?(Q)

with © = (0,1) x (0,1) an
( )_ 2x1, 0 <21 <0.5,
P =Y 2 -2z, 05 <2y <1, (36)
dxo, 0 < x < 0.25,
Y(x2) = 2

(4—425) /3, 025 <2 <1

depicted as the left one of Fig.2, based on the implicit
and absolutely stable Crank-Nicholson approach, we solve
the trajectory planning problem starting from yg = 0 to
approximate yg.¢ as close as possible along a pre-planned
path within ¢ € [0,0.6] following the indirect distributed
tracking control approach introduced in Section 4.2.

Indeed, from Curtain and Zwart (2012), one has Ay n, =
—(n? + nd)7n2, Enn,(m1,22) = 2sin(nymay)sin(ngmas)
and {&n,n, }ny.np>1 forms a orthonormal basis of L%(Q).
Let v = 2. According to Section 4.2, the minimization
problem yields a solution y(z, Bu(0.6)) with the error

ly(z, Bu(0.6)) — yogl* = 1.327 x 1075 This is shown as
the right one of Fig.2. Notice that only a finite num-
ber of ¢? are needed to be determined, by Eq.(33), the
feedforward control Bu(t) at different instants of time
t € {0,0.2,0.4,0.6} is provided in Fig.3.

6. CONCLUSIONS

In this paper, the trajectory planning problem for a class
of semilinear TFRDSs is studied via the flatness-based
distributed feedforward control strategic. The conditions
under which the studied system could reach to a prescribed
desired stationary profile within a prescribed finite time
interval are obtained by parameterizing both the system
variable and the control input based on the spectral
property of system operator with respect to a basic output
and its fractional order derivatives. All results here can be
extended to more complex nonlinear fractional distributed
parameter systems. The trajectory planning problem for
nonlinear space-time fractional diffusion systems as well as
more new approaches is of great interest.
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(a) t =0.4.

(a) t =0.6.

Fig. 3. Feedforward control Bu(t) and the system vector at different time ¢ € {0,0.2,0.4,0.6}.
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