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Abstract: This work studies Nash equilibria for games where a mixture of coordinating and
anti-coordinating agents, with possibly heterogeneous thresholds, coexist and interact through
an all-to-all network. Whilst games with only coordinating or only anti-coordinating agents
are potential, also in the presence of heterogeneities, this does not hold when both type of
agents are simultaneously present. This makes their analysis more difficult and existence of
Nash equilibria not guaranteed. Our main result is a checkable condition on the threshold
distributions that characterizes the existence of Nash equilibria in such mixed games. When this
condition is satisfied an explicit algorithm allows to determine the complete set of such equilibria.
Moreover, for the special case when only one type of agents is present (either coordinating or
anti-coordinating), our results allow an explicit computation of the cardinality of Nash equilibria.
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1. INTRODUCTION

In games of strategic complements, the best response ac-
tion of a player is increasing in the action of the other
players. Examples of such games include the adoption of
a new technology, beliefs or behavioral attitudes in so-
cial influence systems, or cooperative interchanges among
economical actors. In games of strategic substitutes just
the opposite happens, the best response action of a player
is decreasing in the action of the other players. Appli-
cations of such models include, for example, local public
good provision, information gathering, firms interacting in
competitive markets.

While these two classes of games have received consid-
erable attention in recent literature (Jackson and Zenou
(2015), Bramoullé (2007)), relatively unexplored are mixed
models where these two strategic interactions coexist.
However, examples of social or economic model where such
behaviors coexist are rather frequent, e.g., collecting ac-
tions, interacting firms with cooperative and competitive
features.

In this paper, we focus on a particular instance of such het-
erogeneous models. We consider games where actions are
all binary {—1,+1} and players are split into two classes:
one of coordinating agents and one of anti-coordinating
agents. That of coordination and anti-coordination games
are two basic examples of games with respectively strate-
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gic complements and strategic substitutes. Coordinating
agents have an incentive for action 1 when such action
is played by a fraction of the remaining players above a
certain threshold while anti-coordinating agents have an
incentive for action 1 when such action is played by a
fraction of the remaining players below a certain threshold.
We will refer to such models as mixed coordination/anti-
coordination (CAC) games.

Our aim is to study Nash equilibria in mixed CAC games.
Pure coordination games and pure anti-coordination
games always admit Nash equilibria as they are poten-
tial games (Monderer and Shapley (1996)) also when the
thresholds are heterogeneous. Instead general mixed CAC
games are no longer potential and the existence of Nash
equilibria is not guaranteed. Furthermore, even when exis-
tence is guaranteed, the set of Nash equilibria is in general
unknown. For the special case of coordinating agents with
identical thresholds, a characterization of the Nash equi-
libria was proposed by Morris (2000).

There is a related literature where the best-response dy-
namics is analyzed, in particular its convergence to Nash
equilibria. Ramazi et al. (2016) proved that the asyn-
chronous best-response dynamics of pure coordination
games and pure anti-coordination games will almost surely
converge to Nash equilibria for every network topology
and every set of thresholds. Granovetter (1978) studied
the synchronous best-response dynamics of coordinating
agents as a linear threshold model. Similar results have
been generalized to configuration models by Rossi et al.
(2017) and to games with a mixture of coordinating and
anti-coordinating agents by Grabisch and Li (2019). Other
results concern time of convergence of asynchronous best-
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response dynamics and its dependence on the network
structure (Ellison (1993), Kandori et al. (1993), Montanari
and Saberi (2010)).

Our contribution is a throughout analysis on the existence
and the structure of pure strategy Nash equilibria for
mixed coordination/anti-coordination (CAC) games with
possibly heterogeneous activation thresholds. In particular
we give the following contributions: (i) We establish a
checkable necessary and sufficient condition involving the
cumulative distribution functions of the thresholds for
the existence of NE of a general mixed CAC game;
and (ii) In the special case when only coordinating or
anti-coordinating agents are present we classify all NE
and determine their cardinality. While existence was well
known in the literature, to the best of our knowledge such
precise characterization was not yet presented.

The rest of the paper is organized as follows. Section 2
is devoted to the description of the model and Section
3 presents the main results. We conclude with Section 4
containing a summary and further work.

2. MODEL DESCRIPTION

In this section, we formally define the mixed CAC game,
we explicit the best response function and we make some
general observations on the existence of Nash equilibria.
In order to give an intuition of the upcoming results, in
the end we briefly study the case of an infinite population.

2.1 Definition of the game

Consider a finite set of agents V = {1,...,n} partitioned
into two classes: V.UV, =V, V.NV, = 0. Each agent
i € V is described by two elements: the type d; describing
the class it belongs to

1

and its personal weight d; € R.

ifie),
ifie),

The action set of all agents is the binary set A :=
{—1,41}. We denote with x; € A the action chosen by
agent i and with z € X := AY the vector assembling
the actions of all players (action profile). As usual in game
theory, z_; € AYM# is the vector obtained from the action
profile z € X := AY by removing its i*" entry. The utility
of agent i, when she plays action x; and the remaining
players xz_;, is given by

ui(xi,x_i) = 0; Zxﬂ,‘j —diz; |, 1€V (1)
J#i

Agents in V. (§; = 1) are coordinating agents (their utility
increases with the number of agents playing their same
action), while agents in V, (§; = —1) are anti-coordinating
agents (their utility decreases with the number of agents
playing their same action).

The weight d; represents the tendency of agent 4 in
choosing an action over the other. Indeed, the sign of
weight d;, along with §;, determines which is the risk
dominant action, i.e., which is the best action for agent

7 in the absence of any external influences. If d; = 0 the
two actions are called risk-neutral.

Definition. The mized coordination/anti-coordination
(CAC) game is a game with agent set V), action configura-
tion space X' and utilities {u;};c), : & = Rin (1).

In the special cases when only one type of agents is
present, namely V. = V or V, = V, we will simply call
it, coordination game or, respectively, anti-coordination
game.

2.2 Best response and Nash equilibria

In strategic games, agents are assumed to be rational, i.e.,
they choose their action with the aim of maximizing the
utility. Given the actions of the others, the best response
(BR) function returns the set of the best actions for agent
i, that is, the actions that achieve the highest utility.
Formally, the BR is given by

Bi(r_;) = argmax,, c 4 ui(zs, ;).
For the purpose of our study, it is convenient to express the
best response function in terms of the number of opponents
playing action +1, that is,

ni (z) ={j € V\{i} | z; = +1}] .
From (1) and the fact that >, ; = 2n; (z) — (n — 1),
it follows that the BR of an agent ¢ € V can be written in
the following way:

{+1} if &(n; () —ri(n—1)) >0

7

Bi(z—;) =< {1} ifdi(nf(z) —ri(n—1)) <0 (2)
{£1} if §(nf(z) —ri(ln—1)) =0
where r; := % + #

In words, when §; = 1, the best action is +1 if more than
r;(n—1) opponents are playing +1, whereas, when §; = —1,
the best action is +1 if less than r;(n — 4) opponents are
playing +1. Hence, the best response changes depending
if the fraction of opponents playing action +1, that is,
n (z)/(n — 1), is above or below the threshold r;. Agents
having r; > 1 or r; < —1 are called stubborn agents, as
their best response function is constantly equal to either
{1} or {+1}, independently of the actions of others.

A Nash equilibria is a configuration x € X such that
x; € Bi(x—_;) for any agent ¢ € V. In the following we
will denote by A the set of Nash equilibria of the game.

Both the coordination game and the anti-coordination
game, for any possible choice of the weights, are potential
games (Monderer and Shapley (1996)). This fact is very
well known in case of homogeneous thresholds, but actu-
ally holds in general. Indeed, if we define the two functions

. (z) = % Z T — Zdilﬂi (3)

i,jEV eV
i#]
Dq(z) = —Dc(x) (4)

we can derive from (1) that, depending if the game is a
coordination or an anti-coordination one, it respectively
holds
wi(Yi, v—i) — ui(zi, v—;) = Pelys, x—i) — Pe(wi, v-4)
wi(Yi, v i) — ui(xi, v—) = Polyi, i) — Pal@i, )

(5)
for all z;,y; € A, xz_; € AV},
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The potential property guarantees the existence of at least
one Nash equilibrium, which is a maximum point of the
potential function. If there are no stubborn agents, the
two consensus configurations, namely 1 and —1, are NE
of the coordination game for any set of weights. This is a
peculiar property of coordination games and, in general,
an explicit characterization of all the NE is hard to find.

It is enough for a coordinating agent to interact with an
anti-coordinating agent to lose the potential property.

Proposition 1. If V. # () and V, # () the mixed CAC game
is mot a potential game.

Hence, the study of Nash equilibria for the mixed CAC
game is a challenging problem and not even the existence
of such configuration is guaranteed, as the following simple
example shows.

Ezample 1. Let us consider the very simple case of a
two-player game with V., = {1} and V, = {2} where
both agents have weights d; = 0 (Fig. 1). This is known
as the discoordination game or matching pennies game,
since it describes the situation where one agent aims at
coordinating while the other wants to play the opposite
action to that of her opponent. The discoordination game
admits no Nash equilibria.

O———

Fig. 1. The discoordination game.

2.8 The formalism of distribution functions

We now set some notation that will be used throughout
the rest of the paper.

e n. = |V.| and n, = |V,| are the number of coordinat-
ing and anti-coordinating agents respectively, while
« = n¢/n is the fraction of coordinating agents.

e Given a configuration z € X, we denote by z(x),
ze(), zq(x) the fraction of agents that in x are
playing action 1 in, respectively, the total population,
in the set of coordinating agents, and in the set of
anti-coordinating agents:

2(z) =nH{i eV ]|z =+1},
ze(z) = ng ' [{i € Ve | @ = +1} ], (6)
zo(z) ==t {i €V, | m = +1} |
It holds

z(x) = aze(z) + (1 — a)zq(2)
Furthermore, let
Fe) = ieVin<a) (7)

be the threshold cumulative distribution function (CDF)
that returns the fraction of agents having threshold less
than or equal to z.

In general, the threshold CDF is non-decreasing, piece-
wise constant and continuous to the right with discontinu-
ities occurring at points r;, ¢ € V. We denote by

1
F~(z):= lim F(a)=—-|{t €V |r <z}
a—z~ n
the left limit of F in z.

Similarly, the threshold complementary cumulative distri-
bution function(CCDF) is given by

G(2) ;:%|{¢evm>z}| (8)

and returns the fraction of agents having threshold greater
than a given value. Note that G(z) = 1 — F(z). Accord-
ingly, the threshold CCDF is non-increasing, piece-wise
constant and continuous to the right with discontinuities
occurring at points r;, ¢ € V. We denote by G~ (2) :=
lim,_,.— G(a) the left limit of G in z.

Throughout the paper, we denote the threshold CDF of
the coordinating agents by F, and threshold CCDF of the
anti-coordinating agents by G,. Our goal is to characterize
Nash equilibria in terms of the thresholds CDF and CCDF.
Part of the difficulty is due to the fact that in our finite
size setting, the fraction variables z, z., and z, are not
continuous and variations restricted to multiples of 1/n.
To give an intuition of the results that will be presented in
the next section, below we briefly analyze the case of an
infinite population of agents where such technical issues
disappear.

2.4 Infinite population

We assume an infinite continuous population of agents
with a percentage « € [0, 1] of coordinating agents, while
the remaining agents are anti-coordinating. Furthermore,
we assume that F, : R — [0,1] and G, : R — [0,1] are
continuous functions.

A configuration corresponding to a global fraction of 1
given by z* is a Nash if and only if the players in V. playing
action 1 are exactly those having threshold above z* and
all players in V, playing action 1 are exactly those having
threshold below z*. Indicating with z} , 2 the fraction of
agents playing action 1 in respectively V., and V,, Nash
equilibria can then be characterized by the equations

Ze
zq = Ga(27) (9)
Z*

If we define
Hy(2) :=aF.(2) + (1 — a)Ga(z), (10)

we can see that all the solutions of (9) can be found by
first solving

2" = Hy(2Y) (11)
and then considering z¥ = F.(z*) and 2z} = G,(z*). Notice
that since H, : [0,1] — [0,1] is continuous, solutions to
(11) always exist. This shows that the mixed CAC game
for an infinite continuous population and assuming that
F, and G, are continuous, always admits Nash equilibria.

Ezxample 2. Let the thresholds of the coordinating agents
be uniformly distributed in [0, 1], as well as the thresholds
of the anti-coordinating agents, i.e. F.(z) = 21 1j(2) +
1(1,00)(2) and Gu(2) = 1 — F.(2). Then

Hy(z)=Q2a—-1)z+ (1 —a)

and its unique fixed point is z* =

1
i * 1y _ 1 *_2 1y 1
given by 2} = F.(5) = 5 and 2z = Gu(35) = 5.

11124



Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

i 4
— Hol2)

04 / \\ a 124 //
0.2 0.2

0.0 0.2 0.4 0.6 0.8 1.0 "0.0 0.2 0.4 0.6 0.8 1.0
z z

Fig. 2. We study the fixed point equation (11) for Ex. 2.
On the left we consider a < %, on the right o > %

3. NASH EQUILIBRIA OF MIXED CAC GAMES

In this section, we investigate the existence, the uniqueness
and the characterization of NE of mixed CAC games.

Our main result is to provide a necessary and sufficient
condition for an action configuration to be a Nash equi-
librium of the mixed CAC game. The condition, which is
a slight modification of (9), only involves the fractions of
agents playing action 41 in the whole population and in
the subsets V. and V,.

As we shall see, the condition is checkable and it reduces
the complexity of the search of all NE to analyze n + 1
triples of candidate fractions. In the special case where
only coordinating or anti-coordinating agents are present,
we will be able to give more explicit results.

3.1 Formal statement of the main result

In this section, we formally state the main result. Given a
Nash equilibrium z* € X, we shortly denote z* := z(x*),
25 = z.(a*) and 2} = z,(z*).

Theorem 1. Consider the mixed CAC game.
(i) A Nash equilibrium z* € X satisfies

— n * )\ x n *_l
F; n—lz>_ZC_Fc<n—1(Z n)>

o n 1 X noo, (12)
— ) ) > >
G, n—l(z n))_za_Ga(n_1z>
Z=azl+(1—-a)z,
(i) Given z* € {0,%,...,1}, 27 € {0,=,...,1}, 2} €

{0, nl—a, ..., 1} satisfying (12), there exists at least

one Nash equilibrium z* € X such that z(z*) = 2%,
ze(x*) = 22 and zq(z*) = 2.

Remark 1. The Nash equilibrium whose existence is
guaranteed by (ii) can be built in the following way. First,
we set the actions of the coordinating agents ¢ € V.
accordingly to the following formula

1
41 ifrign(z*—>
n—1 n

n
-1 if r; > z*
n—1

(13)

Then, we force the actions of the anti-coordinating agents
i € V, to satisfy

1
-1 ifn—<n<z*—)

3
+1 ifr; > n Z*.
n—1

(14)

Finally, we set the actions of the anti-coordinating agents
i € V, having thresholds r; € [-%5(2*— 1), -+ 2*] in such
a way that the condition z*(x*) = 2* is met. In general,

the associated Nash equilibrium is not unique.

Theorem 1 gives a tool to investigate the existence of
Nash equilibria of the mixed CAC game and it permits
to characterize all the NE of the game. Indeed, once we
find all triples of fractions (z*, 2}, z}) satisfying (12), then

we can trivially find all the Nash equilibria of the game.
Remark 2.  Consider a triple (z*, 2%, 2}) satisfying (12).
The values of 2} and 2} are uniquely determined from z*
through the 15¢ and 34 equations. Hence, there are at most
n + 1 triples satisfying the conditions in (12).

3.2 Nash equilibria of the coordination game

In this section, we focus on the coordination game, i.e.,
V. = V. A straightforward substitution of @ = 1 in
(12) leads to the following characterization of NE for
coordination games.

Corollary 2. Consider the coordination game.

(i) A Nash equilibrium z* € X satisfies

o (n” 12*) 2 =F (n” (" - i)) (15)

(ii) Given z* € {O, %, cee 1} satisfying (15), there exists

a Nash equilibrium z* € X such that z(z*) = 2*.

In this case, we can strengthen the analysis as reported in
the result below.

Proposition 2. The coordination game always admits Nash
equilibria. Moreover, the number of NE coincide with the
number of solutions z* of the equations (15) and this
number never exceeds n + 1.

We comment on this result. Existence follows from the fact
that the game is in this case potential, but can also directly
derived from condition (15). Notice that, if there are no
stubborn agents, that is, F(0) = 0 and F(1) = 1, then
2% = 0 and z! = 1 are solutions of (15). They correspond
to the two consensus configurations. On the other hand,
the fact that a NE z* is completely determined by the
corresponding value of z* is an immediate consequence of
the characterization expressed in formula (13).

The following example shows a case where equations (15)
has exactly n + 1 distinct solutions.

Ezample 3. Consider the thresholds r = [0, ﬁ, oo 1)

The condition in (15) admits the n+1 solutions 0, £,...,1
as shown in Fig. 3.

Finally, notice that a fixed point z* = F (;%52") is a
solution of (15) only when there is a flat interval preceding
the fixed point large at least % In Fig. 3, we provide an
example where a fixed point does not satisfy (15).

3.8 Nash equilibria of the anti-coordination game

In this section, we focus on the anti-coordination game,
ie., V, = V. A straightforward substitution of a = 0 in
(12) leads to the following characterization of NE for anti-
coordination games.
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Fig. 3. On the left, for thresholds in Ex. 3, (15) admits
n+ 1 solutions. On the right, we consider an example
where 2z’ = 0 and z! = 1 are the unique solutions of
(15). Even if z* = %-L is a fixed point, the CDF is
not flat in the interval [z* — L z*).

Corollary 3. Consider the anti-coordination game.

(i) A Nash equilibrium z* € X satisfies

n 1 n
— ® > s u * 1
G, (n—l(z n))_z >G (n—12> (16)
(ii) Given z* € {0,1,...,1} satisfying (16), there exists

a Nash equilibrium z* € X such that z(z*) = 2*.

A deeper insight is possible also for this case, though it has
peculiar differences with respect to the pure coordination
case. We first note that a fized point z* € {0, %,...,1}
of the threshold CCDF, namely z* = G4(;;"52"), satisfies
(16). Such fixed points however not necessarily exist and,
in any case, other solutions to (16) may show up. In the
following result, we propose a sufficient existence condition
for NE that encompasses the fixed point condition above.

Proposition 3. Consider the inequalities

. 1 n . 1
: _n<Ga<n—1(Z _n))

z*>Ga( i z*
n—1

(17)

Then, any z* € {0,2,...,1} satisfying (17) is a solution
of (16).

Since G, is non-increasing with codomain [0, 1], solutions
to (17) always exist. An example is shown in Fig. 4. This
argument in particular proves the existence of NE for anti-
coordination game, fact that could also be derived from the
fact that such games are potential. Notice that, concretely,
starting from z* a corresponding NE x* can be constructed
setting the actions of part of the agents as in (14) and
the remaining actions in such a way that the condition
z*(2*) = z* is met. The associated Nash equilibrium is, in
general, not unique.

The next result furtherly refines our analysis of the NE
of the anti-coordination game and includes an analytical
computation of its cardinality.

Proposition 4. For the anti-coordination game, the follow-
ing facts hold true.

(1) The number of solutions of the conditions (16) is
either 1 or 2.
(2) Indicated with Z the set of solutions of (16), the
number of NE is given by
n(C — Cl))
V=2

z€EZ

(18)

1.0 p-e o 2x) 1 1.0p-sessesse .‘='
. o Ga(z252(x) o
08{ > AR 08 -
. .
. . .
0.6 L - 0.6 e i
e @y @® : G(,,()Lz(x))
0.4 T 0.4 Sz =1
o o
. .
0.2 Rl e 0.2 -
o K
. . o
0.0 LI S 0.0 LI RE RE 3¢ 22 B B B 2 2

Fig. 4. On the left, an example when inequality (16) admits
the unique solution z* = %. On the right, we consider
n =19 and r; = %, for all i € V. The inequality (16)
admits the two solutions z* = 1% and z** = }—g.

where

1
=G () = Gr (G- 1)

We briefly comment on the statement in item 1.: the
possibility of a second solution in (16) come from the fact
that if z* is a solution and there is a sufficiently big jump
between G,(z*) and G, (z*), then z** = z* + L is another
solution. No other choice is possible as G, is by definition
non-increasing. This phenomenon is shown in Fig. 4.

8.4 Nash Equilibria of the mized CAC game

In this section, we make some final considerations on the
general mixed case. The difficulty in analyzing the exis-
tence condition (12) is due to the simultaneous presence
of the two threshold functions that give rise to two coupled
conditions. In the infinite continuous population case this
was essentially overcome by considering the function H,,
defined in (10) and reducing the problem to a fixed point
investigation. Similar considerations can also be done in
the finite size case and, even if they do not lead to a
complete characterization, they do shed some light on the
problem. To this aim, consider any (z*,z%, z¥) satisfying

»cr~a

(12) and makes the extra assumption that

— n *\ n *
Fo (%" = Fe(—%"),

G (- 2) =6 (- D) |

Then, z* also satisfies the pair of inequalities

H, i (z*fl) > "> H, i 2.
n—1 n n—1

This can be seen as an approximation of the fixed point
relation z* = H,(z*) we had in the infinite case. This
argument says that, in determining the solutions of (12),
all the possible candidates for the fraction z* are:

(19)

(i) the solutions of (19) that are continuous points of
both Fo(=2+ ) and Go (-2 (x — 1)).
(ii) The discontinuous points of either F.(-2- %) and

G2 (x — 1), o

An example that shows how such argument can be con-
cretely used is presented below.

Ezample / (Mized majority/minority game). Consider
ry = % for all agents, and « € (0,1). Then, we have
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Fig. 5. We consider Ex. 4 for a > % + % The pair of
inequalities in (19) admits the two solutions z* = «
and z** =1 — a.

n
H, <n — 1z> =(1- a)]l[07%)(z) +aln y(2).

2n

n—1

Notice that F.(-"5 *) is discontinuous in "=, whereas

1
Ga(ﬁ(* — %)) is discontinuous in nTtLl

CASE 1: If @ > § + =, the condition in (19) admits the
two solutions z* = o and z** = 1 — « (Fig. 5). Hence, we
have 4 candidates: z*, z**, and the 2 discontinuous points.

If we substitute the first candidate z* = « in the 15* and
3'4 equations of (12), we get z* = 1 and 2 = 0. Note that
the triple («,1,0) does satisfy (12). The triple associated
to 2** is (1 — «,0,1) and it satisfies (12) as well. The
two solutions correspond to the NE where all coordinating
agents play action 1, or action —1, respectively, while anti-
coordinating agents play the opposite one.

Notice that there are no other NE as the triples associated

to ”2—;1 and "2—21 do not satisfy (12).

CASE 2: If a < 2 4+ L and n is odd, (19) admits the two

solutions z* = %=1 and 2** = %L (Fig. 6), which are also
. . 2n 2n ’
discontinuous points.
The fractions associated to z* are z¥ = F, (-2-7%-1) =
c ¢ \n—1 2n

F7(3) = 0 and 2} = 2*/(1 — @). Also in this case, the
triple (2*,0,2*/(1 — «)) satisfies (12), and the same holds
for the triple (z**, 1, (z** — a)/(1 — &)).

CASE 3: If a < % + % and n is even, the unique solution
of (19) is z* = 1 (Fig. 6). Notice that

fe (RTID :1#Fc<ni1(;_711)> =0

Hence, z* does not induce a triple that solves (12). By
checking the discontinuous points, one can prove that, in
this case, the mixed CAC game admits no NE.

4. CONCLUDING REMARKS

We considered mixed ensembles of agents playing coordi-
nating and anti-coordinating agents with possibly different
activation thresholds. We found a necessary and sufficient
condition for the existence of Nash equilibria in terms of
the distribution of the thresholds in the ensemble and an
explicit characterization of Nash equilibria when do exist.
When only coordinating or anti-coordinating agents are
present, we were capable to determine NE’s cardinality.

Current work includes the extension of this analysis to
the case when agents are confined to interact through

2(x) 2(x)
10/ ° - : = 101 ° . o
o HalzZgz(x)) . o HalzZz2(x) o*
0.8 : o 0.8 T s
2T =5 e*
‘ .
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Fig. 6. We consider Ex. 4 for o < 4+ 1. If n is odd (left),

the solutions of (19) are z* = -1 and 2** = %EL If

n is even (right), the unique solution is z* = %
a network. Preliminary results in this direction can be
found in Vanelli (2019) and Arditti et al. (2020), where
we determined graph-theoretical sufficient conditions for
the existence of a pure strategy Nash equilibria for mixed
network CAC games. Also, we are interested in the behav-
ior of evolutionary dynamics associated to these games,
such as the the best response dynamics.
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