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Abstract: We consider the orbital maintenance problem on a quasi-satellite orbit about the
Martian moon, Phobos. The orbit is computed using a high-fidelity ephemeris model so that the
major sources of disturbances are due to measurement error. Two types of orbit maintenance
schemes are considered. The first is based on asymptotically tracking the desired trajectory
and the second is based on stabilizing to the manifold of trajectories that share the same
Jacobi constant as the reference trajectory. The latter can be done because trajectories with
the same Jacobi constant are in the neighborhood of one another. The results show that the
trajectory-tracking scheme has lower fuel consumption when tracking must be precise and that
the approach of stabilizing to a manifold has better fuel consumption at the expense of tracking.
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1. INTRODUCTION

Our understanding of Mars, the planet most similar to our
own, is greatly enhanced with the sending of spacecraft to
visit the red planet. Previous Mars missions include the
Mars Orbiter Mission (MOM) (Helfrich et al., 2015), the
Mars Reconnaissance Orbiter (MRO) (Zurek and Smrekar,
2007), and the Mars Atmosphere and Volatile Evolution
(MAVEN) mission (Jakosky et al., 2015). In these missions
the spacecraft observed Mars, so the orbital design of these
missions was based on a two-body conic orbit structure;
however, when studying one of the Martian moons, it is
no longer possible to restrict the orbital design with the
two-body assumption. This is because the moons have a
relatively small mass and therefore the primary body, i.e.,
Mars, still has a dominant gravitational effect even on
spacecraft that are in close proximity to a moon.

In this work, we consider the problem of orbital tracking in
a mission to Phobos. The work is motivated by the planned
Mars Moon Exploration (MMX) mission (Campagnola
et al., 2018; Celik et al., 2019) that will study the origins
of the moon. The mass ratio of Phobos is y = 1.6606 x
1078, making it so small relative to Mars that the orbits
where the influence of Mars is negligible are smaller than
Phobos itself. For this reason, it becomes necessary to
perform orbital design under the three-body assumption,
specifically using the restricted three-body model in which
the effect of gravitation due to the spacecraft is assumed
to be negligible. By assuming that the dominant bodies
orbit their barycenter in circular orbits, the problem of
finding a closed orbit for the spacecraft is termed the
circular restricted three-body problem (CR3BP). Multiple
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solutions exist to the CR3BP, and the one of interest
to us is called the quasi-satellite orbit (QSO), a quasi-
periodic orbit that resembles an ordinary, periodic, two-
body satellite orbit. In the case of the Mars-Phobos
system, the QSO is a good choice of orbit around Phobos
due to its distance from Phobos being far enough to
ensure that the spacecraft does not come into contact
with its surface while being near enough to make detailed
observations.

We consider two schemes to track the Mars-Phobos
QSO. The first is based on a conventional trajectory-
tracking method based on the solution to a tracking lin-
ear quadratic regulator (LQR) problem (Stengel, 1994).
The unique aspect of the scheme proposed here is that
the state-penalty matrix is set to equal the structure
of the a priori state uncertainty matrix. The second is
an alternative based on stabilizing to a neighborhood of
the reference QSO, specifically to tracking an orbit with
the same constant of integration as the reference. This
constant of integration, called the Jacobi constant, is a
measure of the energy of the orbit. QSOs with the same
Jacobi constant are guaranteed to be close to one another
and therefore staying at this energy level is guaranteed
to keep the resulting trajectory in a neighborhood of the
reference (McCarthy, 2019). This scheme is similar to
methods that use space manifold dynamics (Perozzi and
Ferraz-Mello, 2016) to design transfer orbits and are not
typically used for trajectory tracking. In reality, QSOs in
the CR3BP are not directly implementable, but it is well-
known that a QSO in the CR3BP can be grown from
the closed orbit solution of the CR3BP (Capdevila, 2016;
McCarthy, 2019). Similarly, although constant in the case
of the CR3BP, in reality the Jacobi energy measure is not
a constant but is nevertheless tightly bounded.
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We perform Monte Carlo simulations to determine fuel
consumption of both approaches corresponding to dif-
ferent optimization parameters. The results show that
both approaches can be tuned to significantly reduce fuel
consumption. The neighborhood station-keeping approach
must be modified to ensure better tracking of the reference
QSO by adding an additional quadratic penalty term. In
this case, the fuel consumption rises rapidly. We therefore
recommend that the approach should be used primarily
for orbital maintenance in situations where precise station-
keeping is not required, such as in emergencies where fuel
consumption is paramount.

The rest of the paper is structured as follows. Section 2
presents the determination of the QSO. Section 3 presents
the station-keeping strategies. Section 4 presents numeri-
cal results. Section 5 is the conclusion.

2. QUASI-SATELLITE ORBIT AROUND PHOBOS

Solutions to the two-body problem are conic sections
representing a spacecraft’s path around one gravitational
body. Once the spacecraft motion is significantly away
from the primary gravitational body, its motion is influ-
enced by the gravitation of other celestial bodies. Solutions
to the circular restricted three body problem (CR3BP)
are a better approximation of spacecraft motion, as they
consider the spacecraft motion subject to gravitational
forces in a sun-planet or planet-moon system, where both
bodies are assumed to be moving in a circular path about
the barycenter.

In this work, we consider the Mars-Phobos system, which
has a mass ratio u = 1.6606 x 10~%, meaning that the mass
of Phobos is a fraction p of the Mars-Phobos system. The
equations of motion for this system are given by,
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where,

riz =/ (@ + )2 + 2 + 22,

roy =\/(z — 14+ p)? + 42 + 22,
and x,y, 2z are defined in the rotating coordinate system
centered at the barycenter of the planet-moon system as
non-dimensionalized, normalized quantities according to
Szebehely (1967). The a-axis points in the direction of
Phobos, the z-axis points in the direction of the angular
momentum of system around its barycenter, and the y-axis
completes the right hand coordinate system. An energy-
like constant of integration that exists in the CR3BP is
called the Jacobi constant C, which is given by (Szebehely,
1967),

C= M+2—“+(9c2+y2) - (@ +9*+%). (2
713 723

Limit-cycle solutions to (1) are termed orbits, for which
there exist numerous families. Within the Sun-Earth and
Earth-Moon systems, the class of orbits that are typically
preferred are the Lyapunov and halo orbits (Shirobokov

et al., 2017) due to the proximity to the secondary body
as well as their stability properties and structures that
make it suitable for conducting scientific experiments and
making observations of the secondary body. While these
two types of orbits do exist in the Mars-Phobos system, a
majority of them pass through the surface of Phobos, mak-
ing them infeasible for a sufficiently long-term mission. Al-
ternatively, in the same system, there exist close-to-stable,
planar orbits called distant retrograde orbits (DROs) and
these keep the spacecraft at a relatively far distance
from Phobos. These orbits are planar and therefore not
ideal candidates for missions seeking to observe the entire
surface of the moon. However, three-dimensional, quasi-
periodic structures, called quasi-satellite orbits (QSOs),
exist in the neighborhoods of DROs and these have been
explored as candidate trajectories for potential missions
(McCarthy, 2019). In this work, we consider such an or-
bit of approximate dimension 100km-by-200km-by-60km,
which is an orbit that provides good coverage of Phobos
while remaining sufficiently far from the moon, with an
orbital period that is approximately equal to the time
period of Phobos orbiting around Mars.

Orbit determination The determination of our QSO is
performed by modifying a DRO. It is difficult to directly
construct a QSO and, therefore, we begin by following
the computational procedure of Capdevila (2016) to gen-
erate a family of DRO orbits with approximate dimension
of 100km-by-200km in the z-y plane. These DROs are
stacked on top of each other sequentially in time, with
each revolution discretized into 4 patch points (Howell
and Pernicka, 1988). The multiple-shooting continuation
scheme of Muralidharan (2017) is then implemented with
the additional constraint of a fixed z-coordinate of the first
patch point, resulting in a continuous, free trajectory. The
solution is then used as an initial guess to a new multiple-
shooting problem, with higher target z-amplitude, and this
is repeated until the z-coordinate of the first patch point
is equal to the desired 60km. The result is the orbit shown
in Fig. 1.

The QSO trajectory that we obtain is free under the
assumptions of the CR3BP. However, due to the distur-
bances of other celestial bodies, the trajectory is not free in
reality. To compute the true, free trajectory, we use a high-
fidelity ephemeris models mar097 and de421 (Jacobson
et al., 2018; Folkner et al., 2009) to propagate the dynam-
ics. We use the solution from the previous step, discretized
at 4 patch points per revolution, as an initial guess to a
new multiple-shooting scheme that gives a continuous, and
truly free, trajectory.

3. STATION-KEEPING

Although the orbit is free, system disturbances, the domi-
nant one of which is estimation error (Muralidharan et al.,
2020), cause deviations of the spacecraft from the de-
sired path. For this reason, we implement station-keeping
schemes that ensure we remain close to the desired tra-
jectory. In this section, we introduce two such schemes for
comparison: a trajectory-tracking scheme which ensures
close tracking and a manifold-stabilization scheme that
guarantees that the satellite remain in the neighborhood
of the desired orbit.
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Fig. 1. QSO of size 100km x 200km x 60km; because it
evolves from the DRO, the trajectory moves in the
clockwise direction when viewed in the x — y plane

3.1 Trajectory-tracking

In the neighborhood of the trajectory, we can approx-
imately model the dominant dynamics with the time-
varying linear system,

6Xk+1 = Apoxy + BrAvy, (3)
where 0x) = x(t;) — xo(tx), x(tx) is the six-dimensional
actual state and xo(¢x) is the reference state measured
at the discretization time-step tj, and Avy is the three-
dimensional vector of an impulsive maneuver, i.e., instan-
taneous velocity change at tx; the system matrices are
obtained numerically. To maintain orbit, we minimize the
cost functional,

N—-1
SxNPNnOxXN + Z OXF Qroxi + AViRrAvy,  (4)
k=0
over the mission duration [tg, ¢ ;]. The solution to this LQR
problem is given by (Stengel, 1994),

Avk = —Kk(SXk, (5)
where Ky, is the time-dependent gain matrix that satisfies,
Kj = (R, + B Py 11By) 'BiP 1Ay, (6)

and Py, satisfies the discrete algebriac Riccati equation,
P, = Qi+ APy 1Ar — AT P, B Ky, (7)
for k=0,...,N —1.

The choice of penalty matrices Py, Qi, and Ry should be
made judiciously. To do this, we begin by noting that, since
the orbit computation is based on highly accurate data,
the major source of disturbance is the noisy estimates of
the spacecraft position and velocity. We also present the
covariance of this measurement error at time ty,

Wi = E[(%(t) — x(tr)) (X(tx) — x(tx))"]-
where X(tx) is the state measurement. We are interested

in the error with respect to the desired trajectory, whose
a posteriori covariance is given by,

Sk = E[(x(tx) — xo(t))(X(tx) — x0(t1)) "],
= Wi + E[(x(t) — xo(tx)) (x(tx) — xo(tr)) "],
under the assumption that the trajectory-tracking and
measurement errors are uncorrelated, which is true if and
only if their initial errors are uncorrelated. The predicted,
a priort covariance evolves according to the closed-loop
system dynamics,

Sk+1 = AkSkAE + Wiy (8)
for k=0,...,N — 1, where Ay = Aj, — BKj.

Since we wish that the spacecraft track the trajectory as
closely as possible, we set Qp = Sy for all k. This is true
because Sj. is a measure of our confidence in our estimate;
the higher the confidence, the less we need to penalize
that particular state. Since there is no preferred thruster
direction, the penalty on control is chosen to be constant
and equal in all directions, giving Ry = rIs for some
r > 0. Since we are interested in low-energy solutions,
we set 7 to be a substantially large number. However, we
note that r cannot be too large as this would eventually
cause poor enough tracking of the trajectory to invalidate
the assumption of linearity, causing the satellite to drift off
into space. Our choice of 7 is informed through simulation.

We solve (6)-(8) for the optimal control gain Kj. To find a
solution, we note that (7) is stable backwards in time with
required final condition Py, while (8) is stable forwards
in time with required initial condition Sy. We find the
solution by initially setting Pr = Sx = S¢ and propagating
(8) forwards and (7) backwards until converging to a
solution, setting Q = Sg for £ = 0,...,N — 1 and
Py = Sy every time after completing the forward pass.
Note that Sg is an a posteriori covariance and may be the
output of a filter, or solely due to error inherent in the
device used for measurement.

3.2 Neighborhood station-keeping

Since it may not be a mission requirement that the
spacecraft precisely follow a prescribed orbital trajectory,
we introduce a method that ensures that the satellite
remains near Phobos but not at a specific location along a
desired orbit. Loosening the tracking constraint allows us
to reduce a significant amount of fuel while still allowing
close flybys of the moon. In particular, our scheme is
based on the realization that a family of orbits with the
same Jacobi constant have distances from the secondary
body that, while not the same across the family, do not
deviate greatly from one another. For this reason, instead
of tracking a prescribed trajectory, we impose the tracking
of this energy constant.

Let Cy be the Jacobi constant of the QSO trajectory
obtained in the CR3BP. It has been shown that the Jacobi
constants of orbits computed in the CR3BP and extended
to more general assumptions are related to each other
and evolve on a shared manifold (Kolemen et al., 2007).
Therefore, a spacecraft that deviates from the reference
path can be returned to a similar orbit in the neighborhood
of the original orbit.

The approach we propose is a receding horizon controller
that determines the predicted sequence of Awvy that
ensures the spacecraft will track a new trajectory that
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Table 1. 30-day trajectory tracking station-keeping
cost for different choices of r

CR3BP Ephemeris

: Mean lo Mean lo
(m/s) (m/s) | (m/s) (m/s)
10-% [ 9.40 0.85 9.34 0.98
1073 | 6.85 0.59 6.66 0.58
102 | 3.82 0.29 3.64 0.29
10-1 1.99 0.19 1.95 0.19
100 1.13 0.16 1.14 0.16

is close to the nominal and that converges at the end
of the time-horizon to the desired Jacobi constant Cj.
The control is determined by solving an optimal control
problem over the finite-time horizon NV,

N—1
JJuin o > GllAaviel + (1= a)(llrixlRy, + [Vixliv,)

VilkoTilk 5T
(9a)
sub. to to, = 0, (9b)
Avp = Av(Ty), i =0,...,N =1, (9¢)
Cnik = Ca. (9d)

and setting the control,

Avk = Avo‘k, (10)

and updating the control at time T, where r;; and
v, are the position and velocity state, respectively, at
time ¢, computationally determined at time ¢ ; similarly,
Avy), is the value of Avyy;, computationally determined
at time ty; «, &, W,, W, are weighting constants, and
Cn |k 1s the Jacobi constant at the end of the time horizon,
computationally determined at time t;. Note that both
the predicted control input Avy;, and the time instants at
which thrusters fire Tj;, are optimization variables.

Due to the complexity of space dynamics, and being
cognizant of the fact that terminal equality constraints can
cause stability problems, we cannot ensure stability of our
approach without severely limiting fuel savings; therefore
we take N to be sufficiently large to be able to predict any
large exogenous forces that would affect system stability.
We also utilize the weight a for this same purpose, to
trade off between optimizing fuel consumption (o = 1) and
tracking the nominal trajectory (o < 1), expecting that
good trajectory tracking would ensure stable behavior.

We solve (9) for Avy, using the interior point optimiza-
tion solver IPOPT (Wichter, 2002). In particular, our
algorithm is implemented by connecting the trajectory
at patch-points #y)y,...,%,_1x corresponding to indexes
i =1,...,n — 1, respectively. Since gradients of the cost
functional as well as the Jacobian of the constraint vector
are functions of the state transition matrix propagated
between two intermediate patch points, we are able to
provide user-defined objective gradients and constraint-
Jacobians to boost the performance of the optimization
algorithm.

4. RESULTS

In this section, we present results of numerical simulations
that test our station-keeping schemes. Each simulation
consists of Monte Carlo runs, for which we compute the
mean and standard deviation of fuel consumption. In sim-
ulation, position measurement uncertainties are assumed

10
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Station-keeping Cost (m/s)
O L N WA U OON OO

Mean Deviation (km)

Fig. 2. 30-day trajectory tracking station-keeping cost
plotted against mean deviation

to be unbiased with a standard deviation ¢ = 0.1km in all
three directions; velocity measurement uncertainties are
also unbiased and have standard deviation o = lem/s, re-
sulting in W, := diag(0.1,0.1,0.1,1, 1, 1). We perform ma-
neuvers at a rate of one every 7.6 hours, which corresponds
to about one maneuver per revolution. This has been done
because performing more than or less than one maneuver
during the same orbit has not shown any improvement in
tests under similar conditions (Muralidharan et al., 2020).
Maneuvers spaced too far from each other may increase
the overall station-keeping cost as it allows ample time for
the spacecraft to deviate from the baseline trajectory.

4.1 Trajectory-tracking

We first consider the trajectory-tracking method, where
the penalty matrix is chosen to be Ry = rI3. We per-
formed a test of different choices of r, running Monte Carlo
simulations consisting of 100 runs each, and provide the
results in Table 1 and Figs. 2 and 3, which correspond to
both the CR3BP model dynamics and the more precise
ephemeris model. Fig. 2 shows the relationship between
station-keeping cost and the mean deviation computed for
a one-month mission duration around the reference orbit
for different choices of r. The results show that, when
r < 1073, the spacecraft maintains a tight adherence to
the reference trajectory but consumes a large amount of
fuel while, when r > 10°, the fuel consumption is at least
5 times better while the tracking is very poor, eventually
resulting in the spacecraft losing track of the reference
trajectory. Note that the difference in results obtained by
the CR3BP and ephemeris models is small, which signifies
a consistency between the two.

4.2 Neighborhood station-keeping

We now consider the alternative, neighborhood station-
keeping scheme. This scheme, unlike the trajectory-
tracking technique, uses a full, nonlinear model to deter-
mine maneuvers. The use of nonlinear dynamics increases
the computational burden, which can be managed by
choice of the time horizon N. To keep the computation
reasonably fast, and in order to able to simulate one month
of station-keeping in less than one day on an ordinary
desktop computer, we performed some numerical exper-
iments and chose a bound N < 5, roughly corresponding
to a length of 5 orbits, or a little more than 1.5 days. To
achieve lower fuel consumption, we front-loaded the cost
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Fig. 3. Plot of trajectory tracking mean deviation and
station-keeping cost plotted for r = 107% (red) and
r =10° (blue)
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Fig. 4. Deviation from baseline trajectory for three sep-
arately colored, randomized runs corresponding to
neighborhood station-keeping with a =1

on the initial control inputs; instead of using a decaying
cost of the form &1 = & for some positive v < 1, we
simply set & = 10 and & = 1 for all other k. The higher
&o increases the cost of the first maneuver; a lower one
improves tracking but increases fuel cost.

Using the CR3BP model, we performed three sets of Monte
Carlo simulations consisting of 20 runs each, corresponding
to different choices of weight on fuel consumption a = 0,
0.5 and 1, results of which are tabulated in Table 2. The
minimum-fuel solution, corresponding to o« = 1, had a
fuel cost below the minimum fuel cost achieved using the
trajectory-tracking technique. This improved value was
obtained at the price of loosened station-keeping, as shown
in Fig. 4, which exhibits the deviation of the optimal solu-
tion for three different sample trajectories corresponding
to solving the optimization problem with o = 1. Although
the trajectories have larger deviations from the reference,
they do maintain the same geometry as the reference
and, despite large deviations, the spacecraft repeatedly ap-
proaches the baseline solution, suggesting that a relatively
low-cost maneuver can always be implemented to put the
spacecraft back on the reference trajectory. Fig. 5 shows a
comparison of two trajectories corresponding to o = 0 and
1. The tight station-keeping solution in Fig. 5, obtained

Table 2. 30-day neighborhood station-keeping fuel cost
for different choices of N

mean  std. dev (1o)
N s s
2 0.45 0.49
1 3 0.78 0.46
4 0.86 0.48
5 0.73 0.38
2 3.04 0.49
0-5 5 4.56 0.46
0 5 8.07 0.47

using o = 0, is comparable to the station-keeping results
achieved by using the trajectory-tracking technique with
r set to 1074,

We performed additional simulations to refine our choice
for the time horizon N. Although a direct comparison
cannot be made between these results and the trajectory-
tracking scheme, the results, available in Table 2, show a
consistent improvement in fuel consumption when using
the former. Additionally, to showcase the versatility of
this approach, we performed simulations corresponding to
a = 0.5, and the results are also available in Table 2. As
expected, an intermediate value of « such as 0.5 results in
intermediate station-keeping cost and deviation.

Jacobi constant in the ephemeris model: In the case of
a higher fidelity model, in addition to the position states,
velocity states, and time of propagation, the epoch time
is also a dependent variable and hence it must also be
incorporated into the design vector. The Jacobi constant
is not constant in this model but the variable, computed
according to (2), remains bounded along the reference
trajectory, as shown in Fig. 6. The bounded Jacobi values
indicate the bounded nature of the reference trajectory.
In contrast to matching the Jacobi constant at the N-th
node in the circular restricted model, in the higher fidelity
case we instead match the Jacobi constant determined at
the end of the horizon, i.e., we modify (9d) to,

Cnik = Cret(tnk),
where Cie¢(t) corresponds to the reference trajectory
Jacobi constant. Setting N = 2, using this approach, we
obtain a 30-day fuel cost of 0.55m/s with « as 1, and
7.33m/s with a = 0.

4.8 Discussion

The results clearly show that both approaches can be
modified to achieve low fuel consumption or good sta-
tion keeping. The trajectory-tracking approach achieves
acceptable tracking even at low fuel consumption, while
neighborhood station-keeping, although staying in the
neighborhood, does not exhibit close tracking. For this
reason, the former method is recommended for ordinary
scientific exploration, but the latter can still be useful in
situations where considerations of fuel consumption are
most important, i.e., where we need to minimize fuel and
hence set a = 1. Such a situation can arise in emergencies
or system failure.

5. CONCLUSION

In this work, we explored station-keeping on the QSO
around Mars’s moon, Phobos. We considered two kinds of
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X (km)

Fig. 5. Neighborhood station-keeping trajectories (blue)
plotted against the reference orbit (red) for a = 0
(top) and o =1 (bottom)

station-keeping schemes; one was based on linear dynamics
with the goal of close tracking and the other was based
on nonlinear dynamics with the goal of stabilizing to the
manifold determined by a desired Jacobi constant. The
trajectory-tracking method results in lower fuel consump-
tion when the tracking is accurate. Because it is free to
track trajectories with the same Jacobi constant as the
reference trajectory, stabilization to the manifold provides
better fuel consumption overall at the expense of close
tracking. For this reason, we recommend this technique for
orbit maintenance with a strict fuel savings requirement.
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