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Abstract: In this paper, the problem of controlling the thermodynamic state at the outlet of
the air cooling unit in a supercritical CO2 Brayton cycle is addressed. First-principle modelling
analysis of the cooler model with boundary conditions representing the interaction with the full
plant reveals that the dynamic response of the CO2 outlet density to small changes of the cooling
air flow has a much higher gain and a much more regular behaviour across the whole operating
range of the system than the outlet temperature, suggesting to use the former variable for
feedback control instead of the latter. Furthermore, it is shown how adaptive density feedback
controllers can be designed with simple gain scheduling policies based on the plant load level
and on the cooling air temperature.

Keywords: Modeling and simulation of power systems, Control system design, Control of
renewable energy sources, Supercritical CO2 Brayton cycles.

1. INTRODUCTION

Supercritical carbon dioxide (sCO2) cycles for power gen-
eration are likely to play a relevant role in the future
energy scenario and, over the past decade, have received
increasing attention from industry, research institutions,
and academia, as demonstrated by the large amount of
research effort and investments. Thanks to the potential
higher efficiency, to the simpler plant arrangement and to
the faster transients allowed by the more compact turbine,
sCO2 Brayton cycles are commonly identified as the most
promising technology to replace conventional steam Rank-
ine cycles in a number of applications as concentrating
solar power (CSP) (Binotti et al., 2017), nuclear (Dostal
et al., 2004), coal (Alfani et al., 2019a), natural gas and
waste heat recovery (WHR) (Astolfi et al., 2018). Note
that, although the technology is deemed promising, there
are no existing full-scale working prototypes of such plants
at the moment. Experimental studies so far only involved
lab-scale units, while full-scale plant studies, including the
present one, are limited to design and simulation actities.

The critical point of carbon dioxide is near ambient tem-
perature, about 31◦C, and at about 74 bar pressure. sCO2

power cycles take advantage of this property by compress-
ing the carbon dioxide in a region close to the critical
point, where the density is much larger than in standard
ideal-gas Brayton cycles because of the remarkably low
compressibility factor Z = 0.2 ÷ 0.3, resulting in much
reduced compression work, hence much lower compressor
power compared to the turbine power (Angelino, 1969).
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Steady-state analysis and design of sCO2 Brayton cycles
always assumes that the main compressor operates with
fixed pressure and temperature conditions over the entire
operating range of the system, see e.g. Deshmukh et al.
(2019), Tang et al. (2019), Moisseytsev et al. (2009),
Moisseytsev and Sienicki (2011). However, small changes
in temperature close to the critical point during plant
operation can lead to large changes in the fluid density,
significantly affecting the compressor operation and po-
tentially reducing the cycle efficiency.

A robust and fast control system is thus required to keep
compressor inlet conditions (corresponding to the cooler
outlet conditions in the sCO2 cycle) constant during load
change ramps (Deshmukh et al., 2019). The approach
taken in the literature is to control those conditions by
means of a temperature feedback loop, see, e.g., (Liese
et al., 2019). A notable exception is the paper by Hacks
et al. (2019), who argue that the compressor inlet condi-
tions in the slightly supercritical region are better charac-
terized by measuring the density than by measuring the
temperature, based on the thermodynamic properties of
sCO2 close to the critical point. This paper actually follows
that suggestion, carrying out a model-based control design
analysis with reference to an exemplary power sCO2 cycle.

The large range of possible applications and the possible
scarcity of water, coupled to the EU goal to reduce water
consumption, makes the use of direct air-cooled Heat
Rejection Units (HRUs) of great interest for sCO2 systems.
Therefore, an air cooler is considered as HRU in this
paper. On the other hand, the higher variability of ambient
air temperature compared to river, lake, or sea water
temperature leads to possible issues in the control of the
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operating conditions at compressor inlet, which need to be
addressed.

This paper thus focuses on the control of the air cooling
unit of the sCO2 power generation system studied in the
Horizon 2020 EU project SCO2-Flex, described in (Alfani
et al., 2019b). The goal of the controller is to maintain
the thermodynamic conditions of the fluid at the HRU
outlet as close as possible to the required conditions at the
main compressor inlet, which are close to the critical point,
by modulating the cooling air flow. The aim of the paper
is not to come up with a specific controller design, but
rather to analyse the process dynamics by means of a first-
principle dynamic model of the process and, based on that,
draw some general conclusions on the control strategy. The
main conclusion is that the cooler outlet density should be
measured and used for feedback control, rather than the
temperature.

The paper is organized as follows: in Section 2, a first-
principles dynamic model of the process is presented; in
Section 3, possible control structures are presented, trying
to exploit the specific properties of the process; in Section
4, the results of the analysis are shown, motivating the
use of density feedback for the process control. Section 5
concludes the paper with indications for future work.

2. PROCESS MODEL

The present study is motivated by the objective of the
Horizon 2020 sCO2-Flex project, which is the full design
of a flexible 25 MWel sCO2 cycle, powered by a coal-fired
boiler, or possibly by other sources such as solar power.
The process flow diagram is shown in Fig. 1. This paper
is focused on the control of the conditions at the HRU
outlet (Fig. 1, bottom left). In order to keep the analysis
as simple as possible, as done e.g. in (Liese et al., 2019),
only the HRU is modelled in detail, while the rest of the
plant is replaced by boundary conditions depending on the
full plant load, which were previously computed in Alfani
et al. (2019b).

More specifically, the mass flow rate and temperature of
CO2 at the HRU inlet (point 1 in Fig. 1) and the pressure
at the HRU outlet (point 2 in Fig. 1) are assumed to
have prescribed values, which depend on the load level
and are the result of an optimization of the overall plant
efficiency for each operating condition, obtained through
a numerical code for the sCO2-Flex plant steady-state
simulation. Different values of the cooling air temperature
will also be considered, but as the ambient air temperature
changes slowly, the dynamic response to their changes is
not of particular interest here.

The main assumption of this study is that the dynamic
response of the thermodynamic conditions at the HRU
outlet to changes of the cooling air flow rate is sufficiently
decoupled from the other dynamic phenomena taking
place in the rest of the plant. This implies that the
indications drawn from the analysis carried out in this
paper, where the HRU boundary conditions are considered
to be fixed at each load level, can also be useful in the
context of the plant-wide sCO2 plant control.

The HRU model is a full nonlinear, first-principles model
built in Modelica (Mattsson et al., 1998) using the Ther-

moPower library (Casella and Leva, 2005, 2006) and the
ExternalMedia library (Casella and Richter, 2008) for ac-
cess to sCO2 fluid properties.

The object diagram of the model, taken from the full
sCO2-Flex plant model, is shown in Fig. 2: the component
at the top describes the mass, momentum, and energy
equations of a 1D, finite-volume model of the CO2 flow,
and the computation of the heat transfer to the tube walls
using the well-known Gnielinski correlation. This compo-
nent exchanges heat through a distributed 1D thermal port
with a 1D thermal model of the tube walls, which in turn
exchanges heat with a 1D model of the cooling air flow,
through a component describing an ideal counter-current
heat transfer configuration. The heat transfer coefficient
between the cooling air flow and the external wall surface
is assumed to be proportional to the mass flow rate to the
power of 0.6.

All the 1D models are discretized with 30 finite volumes;
note that a quite high number of volumes is necessary to
describe the drastic changes of fluid properties along the
tube lenght, in particular the specific heat capacity cp to-
wards the end of the CO2 tube, where the thermodynamic
conditions get closer to the critical point.

The HRU model, a component that will be later used for
the modelling of the entire sCO2 cycle plant of Fig. 1, is
then completed by the simplified boundary components,
as discussed previously in this Section. The model is
used to compute the linearised dynamic responses to
changes of the manipulated variable (the cooling air flow)
around different equilibrium conditions corresponding to
different values of the load of the full sCO2-Flex plant,
and to different values of the cooling air temperature.
To this purpose, the values of the inlet mass flow rate
and outlet pressure of the HRU are fixed to the steady-
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Fig. 1. Process flow diagram of the sCO2-flex plant

               

                

   

   
           

Fig. 2. Modelica diagram of the HRU model
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Fig. 3. Modelica diagram of the HRU fitted with boundary
conditions
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Fig. 4. p-h diagram of the CO2, obtained trough RefProp
9.1 (Lemmon et al., 2018)

state values corresponding to the specific plant load under
consideration, while the static offset value of the air flow
rate is computed using the HRU model to obtain the
required steady-state HRU outlet density and temperature
conditions, also considering different values of the cooling
air temperature.

The Dymola tool was then used to process the Mod-
elica model, to compute the steady-state solutions and
to compute the linearized models around those steady-
state solutions, the linearized model input being the small
deviation of the cooling air flow rate around its offset value.

A final crucial consideration concerns the thermodynamic
state at the HRU outlet. As already mentioned in Sec-
tion 1, the sCO2 cycle is designed on purpose with the
thermodynamic conditions at the main compressor inlet
(corresponding to the HRU outlet) close to the critical
point, in order to exploit the real gas effect to obtain a
high flow density and a corresponding low compression
work. However, the thermodynamic behaviour of the fluid
in that region is rather peculiar.

When removing thermal power from a fluid in a heat
exchanger, the specific enthalpy h is reduced. Looking
at the p-h diagram of Fig 4, in the regions to the left
and to the right of the saturation dome, that correspond
to liquid and superheated vapour or gas, the isothermal
curves (in red) are almost vertical, meaning that changes of
enthalpy basically correspond to changes of temperature.
However, in the region where the HRU outlet operates,
which is immediately above the critical point, those curves
become almost horizontal instead, meaning that a change
of enthalpy does not really correspond to a change in
temperature. Moreover, the slope of those curves changes
dramatically in the neighbourhood of the critical point,
suggesting highly nonlinear behaviour of the temperature
in that operating region.

If one looks at the isochoric lines (in blue) instead, corre-
sponding to points with the same density, the behaviour in
the HRU outlet operating region, slightly above the critical
point, turns out to be very regular, with almost vertical
lines. This means that in the neighbourhood of the critical
point, the fluid density is a much more reliable and much
more linear indicator of the enthalpy content of the fluid
than the fluid temperature is.

This observation suggests the use of density instead of tem-
perature as a better choice of controlled process variable
for feedback control of the HRU outlet state.

3. PROCESS CONTROL STRUCTURES

In the context of the simplified process structure described
in the previous section, four simple controller structures
can be considered. The simplest possible ones are feedback
control of HRU outlet temperature and feedback control
of HRU outlet density, as shown in Fig 5.a-b. In the
second case, the density must be measured directly, using
sensors based on the Coriolis effect (Morris and Langari,
2016). In all cases, the cooling air mass flow rate, which is
roughly proportional to the cooling fan speed, is used as
the manipulated variable of the process.

Considering that the original sCO2 power cycle which
motivates this study is designed to work in the 20%–100%
load range, one can expect a significant variation of the
dynamic response of the process seen by the controller
between the full-load case and the minimum-load case.
One could then think of compensating this variation
by introducing a simple form of gain scheduling, e.g.,
multiplying the controller output by the load level in p.u.,
as shown in Fig. 5.c-d.

It is then possible to assess which of the four proposed con-
troller structures is the most effective one by evaluating the
frequency response between small variations of the output
u of the controller block C (before the multiplication node
in the last two cases) and the corresponding variations of
the process output Tout or ρout.

4. RESULTS OF THE ANALYSIS

The analysis proposed in Section 3 was carried out on the
process model presented in Section 2. The Modelica tool
Dymola was used to compute the steady-state operating
conditions of the HRU corresponding to different load

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

12735



−
C P

−
C P

−
C × P

−
C × P

a) b)

c) d)

T ◦
CO2 u = wair TCO2

ρ◦CO2 u = wair ρCO2

T ◦
CO2 u wair TCO2

Load

ρ◦CO2 u wair ρCO2

Load

Fig. 5. Alternative process control structures

levels of the original sCO2 power cycle, considering the
design value of the cooling air, 20 ◦C. Then, the tool was
used to compute linearized models at those equilibrium
conditions, from which the frequency response of the
transfer functions between small changes of the cooling
air mass flow rate and the temperature and density at the
HRU outlet were obtained.

The obtained frequency responses, which correspond to
the dynamic behaviour seen by the controller C in Fig.
5.a-b, turn out to be heavily affected by the load level,
with changes of the static gain up to a factor five; hence,
they are not particularly favourable for the design of the
controller C, and thus not reported here due to space
limitations.

The frequency responses of the transfer functions multi-
plied by the load level, which correspond to the dynamic
behaviour seen by the feedback controller C in Fig. 5.c-d,
are instead shown in Fig. 6. All variables have been nor-
malized: the cooling air flow and the outlet fluid density are
divided by their design value, while the outlet temperature
is divided by the difference between HRU inlet and outlet
temperature in design conditions.

The first important outcome is that the gain of the
normalized transfer function is one order of magnitude
higher in the case of the density feedback than in the case
of the temperature feedback. This means that temperature
controllers need to have much higher gains than density
controllers, leading to much higher sensitivity to sensor
noise.

For example, looking at the static gains of the transfer
functions, a variation of 1% of the air flow rate corresponds
to a change of 3.6 kg/m3 in the HRU outlet density, which
is about 0.4% of the measurement range 0–1000 kg/m3 of
the corresponding sensor, while it corresponds to a change
of a meager 0.07 K of the outlet temperature, which is only
0.07% of the range of a temperature sensor calibrated in
the range 0–100◦C. It is then apparent how temperature
feedback controllers will be a lot more critical from the
point of view of sensor signal/noise ratio and of sensitivity
to sensor noise than density feedback controllers.

Additionally, the temperature measurement may also be
affected by significant additional phase lag due to the

temperature sensor inertia, which is not the case for the
much faster density sensor.

The second important result is that the dynamic behaviour
of the density response, once corrected by the load level, is
only marginally affected by the load level itself, as is appar-
ent from the fact that the Bode plots computed at different
load levels are very close to each other. Conversely, despite
the load correction, the gain of the transfer function to
the temperature decreases by a factor five when the load
is reduced from 100% to 45%, and then increases again by
a factor three when the load is further reduced to 20%.

This means that a fixed-parameter density controller C
used in the structure of Fig. 5.d can be designed to obtain
good performance over the entire operating range of the
plant, while some kind of much more involved adaptive
or gain-scheduling controller C would be required for the
temperature feedback structure of Fig. 5.c.

Notice how these conclusions can be drawn from the
analysis of the process dynamics, regardless of the actual
design and implementation of the controller C.

To complete the analysis, the effect of changes in the
steady-state value of the cooling air temperature was
analyzed. A reduction of the air temperature from the
design value of 20 ◦C down to -5◦C dramatically changes
the gain of the transfer function seen by block C in Fig. 3.d.
This can be easily explained, since a larger temperature
difference between the cooling air and the CO2 means that
the same increase in air flow carries away more heat, thus
increasing the transfer function gain.

However, if another multiplicative compensation by the
factor 1/∆T is added at the controller output, where
∆T is the difference between the HRU outlet desired
temperature and the cooling air temperature (see Fig. 7),
the resulting transfer functions seen by the C controller
have the frequency responses shown in Fig. 8, which are
fairly insensitive to changes in both load level and external
air temperature, except for the cases of low load and low
external temperature.

Based on this result, if the control architecture of Fig. 7
is used, a fixed-parameter C controller is easily designed
to cope with loads between 100% and about 50% and air
temperatures between 20 ◦C and about 5◦C. Handling the
more extreme conditions may require either some more
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Fig. 7. Density feedback control with load and ∆T gain
scheduling

sophisticated gain scheduling policy, or the use of a robust
controller for the C block, that can manage the reduced
magnitude and added phase lag in those conditions. Note
that the reduction of the frequency response magnitude at
low load and external temperature when using a fixed-
parameter C block causes a reduction of the crossover
frequency that will recover some of the lost phase margin,
at the cost of a reduced controller bandwidth, which may
be acceptable when operating close to the minimum load
of the plant.

Last, but not least, note that the gain scheduling signals
in Fig. 7 depend on exogenous disturbances (external air
temperature) and set points (load, desired HRU outlet
temperature), so that there are no stability issues due
to parasite nonlinear feedback loops enabled by the gain-
scheduling policy.

Summing up, compared to the conventional choice of
temperature feedback, the use of HRU outlet density
as a feedback variable provides higher process gain and
signal-to-noise ratio, and makes it simpler to manage the
variability of the small-signal dynamic response of the
process due to the nonlinear effects of load and external
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Fig. 8. Frequency response of the process as seen by block
C in Fig. 7 – normalized units

temperature variations. It is expected that this will also
be the case when considering plant-wide control of the full
sCO2 cycle of Fig. 1.

5. CONCLUSIONS AND FUTURE WORK

In this paper, the process dynamics of the air-cooled
HRU in a sCO2 power cycle was analyzed by means of
a nonlinear first-principle model of the HRU, neglecting
the dynamic interaction with the rest of the plant, which
is described by representative boundary conditions, while
still taking into account the operating conditions of the
full plant in the range 20% − 100% of the design load.
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The analysis of the process dynamics, which is also moti-
vated by the thermodynamic behaviour of sCO2 close to
the critical point, suggests that the thermodynamic state
of the fluid at the HRU outlet is more effectively and more
easily controlled if the HRU outlet density is used for feed-
back, instead of the HRU outlet temperature; the density
can be measured directly with Coriolis-force based sensors.
Furthermore, the addition of a simple gain scheduling poli-
cies, based on the load level and on the difference between
the desired CO2 outlet temperature and the cooling air
temperature, dramatically reduces the variability of the
process seen by the feedback controller, facilitating the
design of simple gain-scheduling controllers.

These ideas will be used when tackling the plant-wide
control problem of the full sCO2 power cycle, which is
currently under evaluation, and are expected to provide
useful indications also in that more general case.

The authors also believe that density-based control will
also be more effective than temperature-based control in
case a water-cooled HRU is used, since the nonlinear
behaviour of sCO2 is not really affected by the type of
fluid used on the cold side of the heat exchanger, while
the influence of the cooling medium temperature will be
less important, since the variability of cooling water supply
temperatures is much lower than that of ambient air.
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