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Abstract: In this paper we study the adaptive control problem of integer order plants using
fractional order adaptive laws in the controller. The study is based on a general methodology
developed recently to establish boundeness and asymptotic behavior of solutions to multi-
order systems (set of differential equations with different derivation orders) having multiple
time-varying delays. Also it is based on recent results for fractional order systems under the
perspective of the so called ” Error Models”. The method relies on vector Lyapunov-like functions
and on comparison arguments. Boundedness and convergence of the solutions are theoretically
analyzed and applications to fractional adaptive schemes are presented towards the end of the
paper, including numerical simulations to verify the analytical results.
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1. INTRODUCTION

In the last decades there has been numerous efforts to-
wards improving the control of systems with some degree
of uncertainty, including unknown parameters, external
perturbations and unmodeled dynamics, among others.
To this extent, adaptive control has been one of the
several techniques extensively studied to cope for the
aforementioned uncertainties. In an historical perspective
this discipline appeared in the late fifties Aseltine et al.
(1958); with some landmarks published in 1980, where the
linear case was completely solved. Narendra et al. (1980a),
Narendra et al. (1980b), Goodwin et al. (1980), Morse
(1980). Next, the robust adaptive control problem was
solved by different methods and techniques Narendra et
al. (1989). Lately the interest has shifted to developing
robust adaptive control techniques for nonlinear systems
Astolfi et al. (2008), Krstic et al. (2006). On the other
hand fractional order operators (FOO) theory burst into
the calculus discipline in the late nineties providing a new
viewpoint in the areas of system identification and control
although the concept has its origins in a letter to L’Hopital
written by Leibniz in 1695 it was only in the nineties when
this idea was seriously studied in the control area from
theoretical as well as from application viewpoints Kilbas
et al. (2006), Baleanu et al. (2012).

In this paper we study the adaptive control problem for
integer order (I0) plants using fractional order (FO) con-
trollers where the derivation order of each adaptive law
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is allowed to be different to each other. We start summa-
rizing some new results recently published in the control
literature on the case of multi-order systems (MOS) (un-
derstood as systems described by FO differential equations
(FODE) with different derivation orders for each variable)
and having multiple time-varying delays (MTVD), as well
as some previous results for fractional order systems (FOS)
under the perspective of the so called Error Models (EM)
Narendra et al. (1989). The contributions of this paper
are organized as follows. In Section 2, we present stability
results for MOS with MTVD using Lyapunov-like func-
tions (VLLF) to establish asymptotic stability for mixed
FO systems. Next we summarize some stability results for
mixed order systems from an Error Model perspective.
Finally, we provide illustrative examples and simulations
of MOS in the adaptive control area.

2. BASIC CONCEPTS AND DEFINITIONS

This section presents some basic concepts and definitions
of FO calculus as well as some proprieties of FOO that
will be used along the paper. R and R>¢ denote the set
of reals and nonnegative reals numbers, respectively. For
z € R™, we use the norm |[z||; := Y}, [Ja;i]| and || - ||
is the Euclidean norm . C([—7,0], R™) denotes the set of
continuous real-valued functions on [—7,0] endowed with
the infinite norm [|¢|lcc = sup,e_, g ¢(t)[|. For a € R,
[a] denotes the integer part of . For z € R", = = 0
means x; > 0 for any ¢ € {1,...,n}. For A € R"™*™
AT denotes its transpose. A € R™*" is Metzler if the off-
diagonal elements are nonnegative. A € R™*" is Hurwitz
if all its eigenvalues have negative real part. A € R"*™ is
nonnegative if all its entries are nonnegative. I,, denotes
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the identity matrix in R™*"™. A class K function is an
strictly increasing continuous function v : R>o — Rxg
such that v(0) = 0. The Riemann-Liouville fractional
integral (RLFI) is one of the main concepts of fractional
calculus (FC). For a measurable function f : [a,b] — R

s.t. f: |f(s)|ds < oo, the RLFI of order o € R is given in
Definition 1.

Definition 1. Kilbas et al. (2006). The RLFI of order
a € Rsq of a function f(-) : R — R is defined as

[t —T) "%, t>ty, (1)

I8 f(t) =1/T(a /f

where I' (o) is the Gamma function Kilbas et al. (2006).

Although there exist several definitions for fractional
derivatives (FD) of order o« > 0 of a function, in this study
we will use the Caputo definition (CFD), which is most
frequently used in engineering problems given as follows:

Definition 2. Kilbas et al. (2006). Let o > 0 and n = [«].
The CFD of order o € R> of a function f(-) : R — R is

€D f(t) = 1/T(n — a) / FO @) - 7)o, (2)

™ € Li[to, t], space of Lebesque integrable functions.

The following lemma, reported in Duarte et al. (2015), will
be useful in proving boundedness of FODE.

Lemma 1. (Duarte et al. (2015)). Let z(t) € R™ be a vec-
tor of differentiable functions. Then, for all ¢ > tg, the
following relationship holds

Lepo 12T Py (1) <

5 aT ()P Dy (t), (3)

where @ € (0,1] and P € R™™ ™ is a constant, square,
symmetric and positive definite matrix.

In the particular case of scalar functions (x(t) € R)
equation (3) takes the form given in Aguila et al. (2014)

1 @ «

§CDt0932(t) < a(t)° Dy (). (4)
The following Lemma, proposed in Aguila et al. (2016), is
used in establishing convergence of certain type of FODE
Lemma 2. (Aguila et al. (2016)). Let 2 (-) : RT — R be a

bounded nonnegative function. If there exists some a €
(0, 1] such that

—d7 < M, Vt > to, withM € (0, 00),

()

lim [t~ ( / 2(r)dr)/f] =0,  Ve>0 (6)

t—o0
to

3. MAIN PREVIOUS RESULTS

3.1 Analysis of multi order systems (MOS) with multiple
time-varying delays (MTVD)

In Gallegos et al. (2020)we studied positive solutions for
the following class of systems
1
t)+ > Aga(t—7;(t) + Bu(t)  (7)
j=1

where x(t) € R", u(t) € R™, D§, = = (Dgiay,...,Dgi e,
for 0 < a; <1 and all t > 0. A, Ag,, B are matrices of
suited dimensions. This notation includes delayed inputs
such as u(t—7(t)) by redefining u(t) = u(t—7(t)). The only
requirement on the delay functions is that 0 < 7;(t) < 7;
for all ¢ > —7 where 7 := max;7; < oco. System (7)
with initial function ¢(t) is called positive (negative, re-
spectively) if ¢(s) = 0, u(t) = 0 (¢(s) =2 0, u(t) < 0) for
all s € [-7,0], t > 0, implies z(¢) = 0 (x(t) < 0) for all
t >0 7. We will impose the following assumption.

Dy a(t) = Az

)T

Assumption 1. For system (7), A is Metzler and Agq;, B
are nonnegative for j =1,...,1[.

Boundedness and convergence for system (7) is as follows.

Theorem 1. Gallegos et al. (2020). Consider system (7)
such that Assumption 1 is satisfied, ¢ > 0 and A +

1 . :
> ieq Ag, is Hurwitz.

- If u = 0, then the trivial solution is asymptotically stable.
- If w is bounded, z is also bounded and if u is bounded
and converges to zero, then x also converges to zero.

Let us consider now the following MOS with MTVD
defined as:

Dy a(t) = f(z,2(t = 1u(1),...,2(t = n(®),0)  (8)

z(t) € R™ forallt > 0, D0+x = (Dg}rxl(t), . ,Dgixn(t))T
forO0< B; <landi=1,...,n. fis asmooth enough func-
tion guaranteeing continuous solutions for any t € [0,00)
and such that f(0,0,...,0,t) = 0 for any ¢t € R. The
delayed functions satisfy 0 < 7; t) < 7j for all ¢ > 0, where
T := max7; < oo. The continuous initial function ¢ is
specified on [—T,0]. For a given continuous initial function
@, the corresponding solution of (8) is denoted by z(¢; ¢),
or simply z(t) for any ¢t > —7, where z(t) = ¢(t) for any
t € [-7,0]. with ¢ now not necessarily positive.
Definition 3. The trivial solution z = 0 of (8) is said to
be stable if for any € > 0 there exists 6 > 0 such that for
any ¢ € C([-7,0],R"), [|¢]loc < & implies |[z(t; )| < €
for any t > 0; and asymptotically stable if, in addition,
lim;_o ||z(t; ¢)|| = 0 for any ¢ such that ||¢|lec < 0 for
some § > 0.

The stability of system (8) is obtained as follows.

Theorem 2. [Gallegos et al. (2020)]. Consider that for
system (8) there exists a vector function V' : R" — R™
satisfying

() 7l <
functions v, and vs.

(ii)The function V(t) := V(z(t)), for any solution z(-) of
(8), is such that V(¢) > 0 for any ¢t > —7 and there exist a
Metzler matrix A, nonnegative matrices Aq4, fori =1,...,1

with A 4+ Zi:l Ag, a Hurwitz matrix such that V¢ > 0

V(@) <

Y2(|lz]]) for some class-K
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l
D V() R AV(t) + D Ag V(t—7() + C(t),  (9)
j=1

where C(t) = 0 and D*V is the vector of components
D% V; with o; € (0,1] for ¢ = 1,...,m. Then the trivial
solution of (8) is asymptotically stable when C = 0. In
addition, the solutions of (8) remain bounded or converge
to zero if C' does it.

3.2 Analysis of certain classes of FODE

In what follows, we establish the bounded and stability of
three important kind of FODE.

a) FODE of Class 1: One parametrization appearing very
often in several important adaptive control problems is

y(t) = k" () (t) + € () ua (1)
Din (t) = —ysgn (kp)y (W) u(t) a € (0,1]
“DRE (1) = =y (t) un (1) o €(0,1]
where k£, € R is an unknown constant with known sign,
7,71 € RT, are positive known constants, y (t) : Rt — R
is measurable, u (t) : R™ — R" and and u () : RT — R
are assumed to be known and bounded, 7 (t) : Rt — R"
and £ (t) : RT — R are unknown signals to be adjusted.
Boundedness of n(t),£(t),y(t) and convergence to zero of

the mean value of ||y(t)||? are proved in Lemma 5 of Aguila
et al. (2016).

b) FODE of Class 2: In this case the system is defined by

“Dpy(t) = Ay(t) + kp bn” (t)u(t)

“Dgn(t) = —vsgn(kyy” ()P bult) € (0,1]
where A € R™ "™ is an asymptotically stable matrix, b €
R, n(t) : RY = R™ y(¢) : RT = R"*, u(t) : Rt - R™
assumed to be known and bounded, P € R"*" is a
symmetric, positive definite matrix satisfying the equation
ATP 4+ PA = —Q < 0 (with Q € R™ " positive definite),
kp € R is an unknown constant, whose sign is known, and
~ € R*. Boundedness of 1(t), y(t),and convergence to zero
of the mean value of ||y(t)||> was studied in Lemma 6 from
Aguila et al. (2016).

FODE of Class 3: The structure of FODE of Class 3 is

“Dpy(t) = Ay (t) +bn" (t) u (t)

yi (t) =Ky Ty (1)

Dy (t) = —vsgn (kp) 1 () u(t), a€(0,1]
where A € R™ ™ is an asymptotically stable matrix,
beR" ce R nk): RT = R™ y(t) : Rt - R" is
measurable, u (t) : RT — R™ is assumed to be known and
bounded, y; (¢) : R* — R, k, € R is an unknown constant
with known sign and v € R™. Besides, positive definite
matrices P = PT € R**™ and Q = QT € R™*™ exist such
that

(10)

(11)

(12)

ATP+PA=-Q and Pb=c (13)
Boundedness of n(t),y(t), as well as the convergence to

zero of the mean value of ||y(#)||?> was analyzed in Lemma
7 from Aguila et al. (2016).

3.8 Analysis of fractional order Error Models 2 and 3
In what follows, we establish the boundedness and stability

of two type of fractional order error models (FOEM)
important in the adaptive control area Aguila et al. (2019).

1571

a) Analysis of FOEM 2: This is given by

CDBe () = Ae(t) + ky b o7 (e (t), elty) = co, (14)
where A € R™*" is a stable matrix i.e. there exist positive
definite symmetric matrices P, Q € R™*" such that AT P+
PA=-Q.e(t) : Rt = R" is the output error and it is
assumed that the whole vector e (t) € R™ is accessible. kj, is
an unknown constant whose sign is assumed to be known,
be R, ¢(t)0(t) —6*(¢t) : RT — R™ is the parameter
error, w(t) : RT — R™ is a vector of known signals
and S € (0,1]. It was proved in Aguila et al. (2019) that
adaptive laws defined in (15) can be used to estimate the
unknown parameters 6 (¢) keeping bounded all the signals
of the resultant adaptive system and the mean value of
lle (t) || converges asymptotically to zero.

CDPo(t) = CDP(t) = —y senlky)e” ()P buwl(t),
é (to) = ¢o-

~ € RT is the adaptive gain. For the case when the order
of the adaptive laws are o £ (8
“D¢(t) = “D0(t) = —y sgn(kp)e” (t) Pbw(t),
¢ (to) = o,
with oo < f3, it can be concluded that control error e (¢) and
parameter error ¢ (t) remain bounded. Moreover, if w(t) is
bounded, then ©DPe (t) and “ D¢ (t) remain bounded.
Finally, it can also be concluded that the mean value of

the squared norm of the output error is o (t°~%), Ve > 0
(Aguila et al. (2019)).

b) Analysis of FOEM 3 This FOEM3 arises when the
vector e(t) : Rt — R™ is not accessible and only one
of its variables, e (t) € R, is measurable. It has the form

CDie(t) = Ae(t) +b 8T (D (t), e (to) = eo
er (t) =ky he(t), e1 (to) = e1,,

where A € R™*" is stable and the triplet {4, b, h} satisfies
the Kalman-Yakubovich-Popov lemma (Narendra et al.
(1989)). k, is unknown with known sign, b,h € R™,
o) =0() —0*(t) : Rt — R™ is the parameter error,
w(t) : RT — R™ is a vector of available signals and
B € (0,1]. Assuming the general case when the orders of
the adaptive laws is a,

CDO (1) = CDO (1) = — sn (k) ex (D ().

(b (t()) = ¢07
with a € (0,1], it was proved in Aguila et al. (2019)
that assuming e (t), ¢ (¢) are differentiable and uniformly
continuous functions, then it holds that the parameter
error ¢ (t), the state error e(t) and the output error
e1 (t) remain bounded. If moreover, w () is bounded, then
“De¢(t) and “DPe(t) remain bounded and the mean
value of the squared norm of e (t) is o (t5~%), Ve > 0.

(15)

(16)

(17)

(18)

4. APPLICATIONS AND SIMULATION EXAMPLES

This Section presents the analysis and simulation of some
common applications in FO Model Reference Adaptive
Control (FOMRAC).

4.1 First order plants with relative degree one. (Case 1)
Let us consider the integer first order plant (either stable

or unstable) to be controlled and the model reference
described by the following IODE with relative degree one
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Ip(t) + apyp(t) = bhu(t);  p(0) = ypo,

ym(t) + a?nym(t) = b?n’l“(t); ym(o) = Ymo,
with y,(t), ym (t),u(t),r(t) € R. r(t) is an arbitrary
continuous-time known reference signal. The control goal
is that the output of the plant asymptotically follows the
output of the reference model, that is, the control error
e(t) = yp(t) — ym(t) = 0 satisfies tli}rgoe(t) = 0. The
controller used in this case has the same form as in the
IO case (Narendra et al. (1989))

u(t) = k(t)r(t) + 0(t)yy(t), (20)
where k(t),0(t) € R are two adjustable parameters ruled
by the adaptive laws defined as

“D0(t) = —misgn(ky)e(t)yy(1); 0(to) = bo,
CDk(t) = —yasgn(ky)e(t)r(t); k(to) = ko.

kp = bg and unknown. y; and 7, are arbitrary, constant
and positive adaptive gains. The solution for the particular
case when a; = ag = 1 (the IO case) is very well known
and be found in Narendra et al. (1989). From equations
(19) to (21) we obtain the following set of equation
describing the overall adaptive system with mixed order
derivatives
( ) = ¢o,

e(t) = —=Xe(t) + kpdr(D)yp(t) + kpda(t)r(t); e

(19)

(21)

D p1(t) = —yrsgn(ky)e(t)yy (); #1(to) = @10,
D ¢y(t) = —yosgn(ky)e(t)r(t); P2(to) = (Jgg)

where A = a2, > 0, ¢1(t) = 0(t) —0* and ¢o(t) = k(t) —k*.
0* and k* are those constant, ideal (but unknown) values
for O(t) and k(t), respectively, in (20) such that applying
this particular control into (19) the resultant system (plant
plus ideal controller) exactly matches the reference model.
In this particular case 6* = (a), — a9)/bY and k* = b, /b)
Narendra et al. (1989). Now we can state the following
Lemma.

Lemma 1. Let us consider the error equation together
with the adaptive laws given by (22), then all the the
signals of the adaptive system remain bounded and the
control error asymptotically converges to zero.

Proof 1. Le us consider the following vector Lyapunov
functions (VLP) for system (22); Vi = 1/2¢%, Vo = 1/2¢32
and V3 = 1/2¢3. Taking the first, a; and g derivatives, re-
spectively, of V1, V5 and V3 Lyapunov functions and using
relationships (22), we get Vi = —\e? + kpedry, + kpedor,
DUV, < Gi() DM pu(t) < —yasgnlky)di(te()yp(t)
and “D2Vy < o(t) D¢y < —yasgn(ky)da(t)e(t)r(t).
Defining ¢y = kpeypd1 and 12 = kpergs we can write
1] < CViVa and |2 < CV;V5. Considering that
|prey,| < C1VAVa and |geer| < CyViVs we obtain the
following inequality (Gallegos et al. (2020)):

Vi —\ Gy Gy 0
CD*y, C, -1 0] |V, F (23)
CDC“2V3 Cy 0 —1 Vs Fy

where F} and F5 are meant to take into consideration in
(22) parameter variations and/or external perturbations
decaying to zero as t goes to co. The matrix on the right
side of equation (23) is Metzler and according to Xu et al.
(2016) there exist a Matrix A such that A is Hurwitz. Then
using Theorem 2 from Gallegos et al. (2020) and since Fy
and F5 go to zero, the convergence to zero of V;, V5 and
V3 follows.

Table 1. FOMRAC implementation for Case 1.

Plant yp(t) = [1/(s = 2)u(t);  yp(0) =2
Reference model  ym (t) = [2/(s + 6)]7(t); ym(0) =0
Initial conditions  0(0) = =3, k(0) = 0; ~1...v4 € [0.1,10.0]

Simulation time T = 10s.

n=1, n*=1, gamma=1

2
15
1
05
g o V{\V
0.5 U
A
-1.5
2

0 1 2 3 4 5 6 7 8 9 10
Time

alpha=1
alpha=0.4:0.8

n=1, n*=1, gamma=1

5
0
-10
-15

-20

alpha=1
alpha=04:0.8

u(t)

Time

Fig. 1. Control error for first order n*=1 case, using
different orders o and reference signal r(t) = 1.

Simulation results for this Case 1 are shown in Figure
1 using the numerical values shown in Table 1, unity
adaptive gains (v; = 1) and particular values for the
fractional orders (a; = 0.4;0.8).

4.2 Second order plant with relative degree one. (Case 2)

Let us consider now the IO second order plant of relative
degree one (either stable or unstable) and a given reference
model defined as follows:
Gp(t) + a;lyyp(t) + agyp(t)
yp(0)7 yp(o)v U,(O),
m (1) + a:ny'm(t) + a?nym (t) = b71n
Ym(0), ¥m (0),7(0),
where y, corresponds to the plant output and u is the
control signal to be designed. The plant parameters are
unknown but the sign of the high frequency gain is
assumed to be known. On the other hand the parameters
and signals of the reference model are completely known.
The control goal is that the control error, defined as
e(t) = yp(t) — ym(t), satisfies tl_i)rgloe (t) = 0. Following the
same ideas as in IOMRAC the controller in this case has
the form Narendra et al. (1989)

u(t) = 0" (tw(t),

= byi(t) + byu(t);

7(t) 4 b2, r(t); (24)

07 (t) = [k(t) 01(t) Oo(t) 02(1)],

Wl (t) = [r(t) wi(t) yp(t) wa(t)], (25)
wi(t) = —dw (t) + lu(t)

(«Ug(t) = _)\(JJQ( ) + lyp(t ,

1572



Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

A > 0 is any real constant, [ # 0 and k(t), 01(t), 0o (t), 0=2(t)
are the adjustable controller parameters ruled by
ODk(t) = —yie(t)r(t);  k(0) = ko,
“D20,(t) = —yze(t)wn(t); 61(0) = bao,
“D*0o(t) = —yse(t)yp(t); 6o (0) = boo,
“D*05(t) = —yae(t)wa(t); 02(0) = bao.
with 1 to 74 positive adaptive gains. From equations (24),
and (26) we obtain the following set of equation describing
the overall adaptive system with mixed order derivatives
é(t) = =Ae(t) + kpo” (t)w(t); e(0) = eo,
D1 (t) = —misgn(kp)e(t)r(t);  ¢1(to) = bro,
D¢y (t) = —yasgn(kp)e(t); w1(t); P2(to) = b20,
gDa:’(b?,(t) = —vssgn(kp)e(t)yp(t); ¢s(to) = ¢so,
D™ ¢4(t) = —yasgn(kp)e(t)w2(t); ¢alto) = dao,

27
where ¢(t) = 0(t) — 0* € R* and 0* € R* are t}(IOSE)?
constant, ideal (but unknown) values for 6(t) in (25)
(defining the ideal controller) such that applying this
particular control into (24) the resultant system (plant

plus ideal controller) exactly matches the reference model.
Now we can state the following Lemma.

(26)

Lemma 2. Let us consider the system (24) together with
the adaptive laws given by (26), then all the the signals of
the adaptive system remain bounded and the control error
asymptotically converges to zero.

The proof follows along the same line as in Lemma 1.

Proof 2. Le us consider the following vector Lyapunov
functions (VLP) for system (27); V4 = 1/2¢2, Vo = 1/2¢3,
Vs = 1/2¢3, V4 = 1/2¢% and V5 = 1/2¢3.Taking the
first, a1, a9, a3 and ay derivatives, respectively, of V7,
Va, V3, V4 and V5 Lyapunov functions and using relation-
ships (27), we get Vi = —Xe? + ed1r + epawy + €3y, +
ehawz; CDMVy < 1 (1) DM ¢y (t) < —vyisgn(ky)e(t)r(t);

Cl)a2 V3 S ¢2(t)CDa2¢2(t) S —’ygsgn(kp)e(t)wl); CDQ3V4 S

$3(1) D3 ¢3(t) < —yasgu(kp)e(t)yy(t) and “D™V5 <
CDY ¢y < —yysgn(ky)e(t)ws(t). Considering that |¢er| <
CiiVa, |pawi| < CoWiVs, |gsey,| < C3ViVy, and
|psews| < C4V1 Vs we obtain the following relationship

o Vl -2 Cl Cg 03 C4 V1 0
D™V, Ci; -1 0 0 O Vs Fi
Cpezyy| < [Cy, 0 =1 0 0| V5 |+ |F
Cpesyy C; 0 0 -1 0 Vi F3
C'Doulv5 04 0 0 0 -1 ‘/5 F4

(28)
where F} to Fy are functions decaying to zero as t goes to
oo, meant to take into consideration parameter variations
and/or external perturbation in (27). The matrix on the
right side of equation (28) is Metzler and according to Xu
et al. (2016) there exist a Matrix A such that A is Hurwitz.
Then using Theorem 2 from Gallegos et al. (2020) and
since F; to Fy go to zero, the convergence to zero of V7,
to V5 follows.

The simulation results for Case 2 are shown in Figure
2 corresponding to the numerical values shown in Table
2, unity adaptive gains 7; and particular values for the
fractional orders (o; = 0.9;0.8;0.3;0.4). From this and
other simulations performed, but not shown here for the
sake of space, it was observed that the control error

Table 2. Numerical values for Case 2.

Plant WO =62/ =5~ 2
yp(0) = 0,9,(0) = 0,u(0) =0

Reference ym(t) = [(s +4)/(s® + 55 + 6)]r(t)

model ym(0) = 0,9m (0) = 0,7(0) =0

Control u(t) = k(t)r(t) + 01(t)w1(t)+

signal +60 (t)yp(t) + O2(t)w2(t)

Auxiliary wi(t) =[1/(s + 4)]u(t)

filters wa(t) =[1/(s+4)] yp(t)

Adaptive C D E(t) = —vy1e(t)r(t)

laws k(0) =0,v1 >0
CD("291 (t) = —*yge(t)wl (t)
91(0) =1,7%2>0
© DGy () = —me(t)yp(t)
00(0) = —=3,72 >0
CD‘“QQ(t) = —yae(t)wa(t)
02(0) = 10,74 > 0
Simulation
time

WM

05 1

T =b5s

n=2, n*=1, gamma=1

alpha=1

10.9.0.80304)

N

e(t)

Ll

)

\//\

~

A_LA
L7
25 3 3

0 2 5 4 45 5

Time

n=2, n*=1, gamma=1

alpha=1
10.9.0.80.304]

u(t)

05 1 15 2 25 3 35 4 45 5
Time

Fig. 2. Control error for second order n*=1 case, using
different orders « and reference signal r(t) = 1.

e (t) converges to zero for every a; € (0,1) and any
positive value of the adaptive gains ;. However the
speed of convergence as well as the transient behavior
depend on the particular values chosen.These facts also
apply to the behavior of the control input u(t) (control
effort). An analysis of the these aspect was done through
performances indices sucha as of the integral of the squared
error [SE, the integral of the squared input IST and the
sum of both indexes J = ISE + IS1.

4.8 Second order plants with relative degree two.

Let us consider a general 10 second order plant with
relative degree two and the corresponding reference model
of the same characteristics, defined as follows:

yp(t) + agl) + yp(t) + agyp(t) = bgu(t)§ yp(0)§ yp(o)

G (£) + G (£) + @Y (£) = b1 (£); Y (0); 5 (0)
(29)
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The controller in this case has the form Narendra et al.
(1989)

u(t) = 0" (t)w(t) — ysgn(ky)e(t)o™ (t)w(t);
T(t)=[ () 61(t) Oo(t) O=2(1)];
W (8) = [r(2) w1 (6) 5y (0) w2 1) (30)
@l (t) =1/(s +a)lr(t) wi(t) yp(t) wa(t));
. w1 (t) = =Awq(t) + lu(t);
wz(t) = —Awa(t) + lyp(t);
with A > 0 and a > 0. The adaptive laws have the following
form
DYk (t) = —me(®)r(t);  k(0) =0,71 >0,
D0, (t) = —yoe(t)@1(t); 01(0) =1,72 >0, (31)
CDQ‘“’@O( t) = —v3e(t)yp(t); 00(0) = —=3,93 >0,
CD0y(t) = —yae(t)@a(t) : 62(0) = 10,74 > 0.

From equations (24), and (26) we obtain the following set
of equation describing the overall adaptive system with
mixed order derivatives

é(t) = —Xe(t) + kyo" (hw(t);  e(to) = en,
D™ ¢ (t) = —yisgn(kp)e(t)r(t); ¢1(to) = 10,
“D gy (t) = —yasgn(kp)e(t)wr (1); $2(to) = P20,
“D*3(t) = —misgn(ky)e(t)y, (); ¢3(to) = P30,
“D*u(t) = —yisegn(ky)e(t)ws(t); ¢4(to) = a0,
32
where ¢(t) = 0(t) — 0* € R* and 0* € R* are t}(lose)z
constant ideal (but unknown) values for 6(¢) in (20) such

that applying this particular control into (24) the resultant
system (plant plus ideal controller) exactly matches the
reference model. Now we can state the following Lemma.

Lemma 8. Let us consider the error equation(29) together
with the adaptive laws given by (31), then all the the
signals of the adaptive system remain bounded and the
control error asymptotically converges to zero.

The proof follows along the same line as in Lemma I and
Lemma 2 and therefore will be omitted. For the sake of
space the simulation results will be also omitted

5. CONCLUSION

The additional degrees of freedom provided by including
FO adaptive laws when controlling IO plants, can lead
two improvements in the overall system behavior measured
through ISE and ISI indexes.
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