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Abstract: A general synchronization scheme for the common dynamics of Persidskii systems is
presented in this paper. The conditions of output stability of the closed-loop systems and their
synchronization are established in the form of linear matrix inequalities (LMI). An example of Chua’s
circuit is considered for examining the effectiveness of our proposed results. A designing method of
feedback gains is also introduced.
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1. INTRODUCTION

Synchronization is a complex phenomenon that is frequently
observed in networked and interconnected systems. It has been
extensively investigated in various fields, such as communi-
cation Akar and Shorten (2008), robotics Chung and Slo-
tine (2007), cyber-physical systems Olfati-Saber et al. (2007).
Mathematically, synchronization is a contraction property of
the difference among the solutions of networked systems. The
main methods for realizing synchronization of nonlinear sys-
tems include passivity theory Persis and Jayawardhana (2012);
Hamadeh et al. (2012), output regulation Byrnes (2007); Persis
and Jayawardhana (2014), incremental stability Angeli (2009),
Lyapunov approach Polyak and Kvinto (2017), to mention a
few recent results.

In this work, the research object is a family of Persidskii sys-
tems for which the conditions of their synchronization by a
proper coupling are analyzed. A Persidskii system is an ex-
ample of a nonlinear model for which there are known canon-
ical forms of Lyapunov functions. For this kind of dynam-
ics, the study in Barbashin (1961) first investigated a Lya-
punov function as a linear combination of the integrals of the
non-linearities, which had been extended by Persidskii (1969)
to a Lyapunov function including the absolute values of the
states. Further research works and extensions include Hsu et al.
(2000); Kaszkurewicz and Bhaya (2005) and are surveyed in
Kaszkurewicz and Bhaya (2000). Persidskii systems have been
extensively studied in the context of neural networks Ferreira
et al. (2005), power systems Hsu and Colvara (1987), stabil-
ity analysis Kaszkurewicz and Hsu (1979). The present paper
mainly focuses on the conditions of feedback synchronization
of the common dynamics of Persidskii systems by utilizing a
Lyapunov function recently proposed for the analysis of input-
to-state stability in Efimov and Aleksandrov (2019). Taking into
account the structure of the system and the form of the nonlin-
earities, a synchronization measure is introduced and used in
the design of coupling gains. The obtained conditions and the
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guidelines for feedback tuning are given in the form of linear
matrix inequalities (LMI). The model of Chua’s circuit is con-
sidered as an application example for examining the efficiency
of our proposed results. The method of devising the feedback
gains is also studied as an auxiliary result.

The organization of this paper is as follow: in Section 2 the
preliminaries are presented. The problem statement is described
in Section 3, while in Section 4 the synchronization measure
and the conditions of synchronization are given. An application
of Chua’s circuit is studied in Section 5. The designing method
of feedback gains with the guarantee of synchronization is
presented in Section 6.

Notation

• Let R, R+ represent the set of real numbers and non-
negative real numbers, respectively.

• The identity matrix of dimension n is denoted by In and
the n×m zero matrix by On×m. Denote by diag(v) the
n×n diagonal matrix with a vector v∈Rn on the diagonal.
The notation 1,n is used to represent the set of integers
{1, . . . ,n}.

• ‖·‖ denotes the Euclidean norm on Rn.
• Given a set W ⊂ Rn, the distance of a point p ∈ Rn to the

set W is defined by |p|W = infw∈W ‖w− p‖.
• For a Lebesgue measurable function u : R+→ Rm, define

the norm ‖u‖[t1,t2) = esssupt∈[t1,t2)‖u(t)‖, for t1, t2 ∈ R+.
We denote by L m

∞ the set of functions u with ‖u‖∞ :=
‖u‖[0,∞) <+∞.

• A continuous function σ : R+ → R+ belongs to class
K if it is strictly increasing and σ(0) = 0; it belongs to
class K∞ if it is also unbounded. A continuous function
β : R+×R+→ R+ belongs to class K L if β (·,r) ∈K
and β (r, ·) is decreasing to zero for any fixed r ∈ R+.

• For a continuously differentiable function V : Rn → R,
denote by ∇V (x)v the gradient of V at x ∈ Rn in the
direction of v ∈ Rn.

2. PRELIMINARIES

Consider a class of nonlinear systems:
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ẋ(t) = f (x(t),u(t)), t ≥ 0, f (0,0) = 0,x(0) = x0,

y(t) = h(x(t)),
(1)

where x(t) ∈ Rn is the state, u(t) ∈ Rm is the input, for all
t ∈ R+, and f : Rn+m → Rn is a locally Lipschitz continuous
function. For an initial state x0 ∈ Rn and an input u ∈ L m

∞ ,
we denote the corresponding solution of the system (1) by
x(t,x0,u), then y(t,x0,u) = h(x(t,x0,u)).

Let us give some definitions that will be used in the sequel.
Definition 1. A forward complete system (1) is said to be prac-
tical input-to-output stable (pIOS) if there exist β ∈K L ,γ ∈
K and c ∈ R+ such that

‖y(t,x0,u)‖ ≤ β (‖x0‖, t)+ γ(‖u‖∞)+ c, ∀t ≥ 0
for any x0 ∈Rn and u ∈L m

∞ . The system is called IOS if c = 0.
In the special case when y = x, the IOS property is reduced to
the input-to-state stability (ISS).
Definition 2. A forward complete system (1) is uniformly
bounded input bounded state stable (UBIBS) if there exists
σ ∈K such that

‖x(t,x0,u)‖ ≤max{σ(‖x0‖),σ(‖u‖∞)}, ∀t ≥ 0
for all x0 ∈ Rn and u ∈L m

∞ .
Definition 3. A smooth function V : Rn→R+ is called an IOS-
Lyapunov function for the system (1) if for some α1,α2 ∈K∞,
χ ∈K and α3 ∈K L

α1(‖h(x)‖)≤V (x)≤ α2(‖x‖),
V (x)≥ χ(‖u‖)⇒ ∇V (x) f (x,u)≤ −α3(V (x),‖x‖)

for all x ∈ Rn and u ∈ Rm.
Lemma 4. Sontag and Wang (2000) A UBIBS system (1) is
IOS if and only if it admits an IOS-Lyapunov function.

3. PROBLEM STATEMENT

In this section, the synchronization problem of Persidskii sys-
tems is introduced. Our goal is to propose LMI-based sufficient
conditions of the realization in this kind of dynamics.

Let N be a strictly positive integer. Consider a family of N
systems of the following form:

ẋi(t) = Ai,0xi(t)+
M

∑
j=1

Ai, j f j(xi(t))+Biui(t),∀i ∈ 1,N, t ∈ R+,

(2)

where xi(t) = [xi,1(t) . . .xi,n(t)]> ∈ Rn is the state vector of
a subsystem, Ai,s ∈ Rn×n (s ∈ 0,M), Bi ∈ Rn×m, f j(xi(t)) =
[ f 1

j (xi,1(t)), . . . , f n
j (xi,n(t))]> ( j ∈ 1,M) and ui(t) = [ui,1(t) . . .

ui,m(t)]> ∈ Rm are the functions ensuring the existence of the
solutions of the system (2) in the forward time at least locally.

The sector restrictions on f j, j ∈ 1,M, are imposed as follows:

Assumption 5. Assume that for any i ∈ 1,n and j ∈ 1,M,

ν f i
j(ν)> 0, ∀ν ∈ R\{0}.

Assume also there exists r ∈ 1,M such that for all i ∈ 1,n,
k ∈ 1,r

lim
ν→±∞

f i
k(ν) =±∞

and that there exists p ∈ r,M such that for all i ∈ 1,n, k ∈ 1, p

lim
ν→±∞

∫
ν

0
f i
k(r)dr =+∞.

In this study, we consider the synchronization of the common
dynamics of the system (2), i.e. a system in following form:

Ẋ(t) = A0X(t)+
M

∑
j=1

A jFj(X(t))+BU(t), t ∈ R+, (3)

where X(t) = [x1(t)> . . .xN(t)>]> ∈ RNn is the state vector,
X(0) = X0, As = diag(A1,s, . . . ,AN,s) ∈ RNn×Nn (s ∈ 0,M),
B = diag(B1, . . . ,BN)∈RNn×Nm, U(t) = [u1(t)> . . .uN(t)>]> ∈
RNm, Fj(X(t)) = [ f j(x1(t))>, . . . , f j(xN(t))>]> ∈ RNn ( j ∈
1,M) are the functions ensuring the existence of the solution
of (3) at least locally.

The corresponding solution of the system (3) at time t with
an initial state X0 is denoted by X = X(t,X0). We denote the
consensus set of (2) as

W :=
{

X ∈ RNn | xi1 = xi2 for i1, i2 ∈ 1,N, i1 6= i2
}
.

In the sequel, to lighten the notation the time-dependency of
functions might remain implicitly understood, for instance we
might write x for x(t).

4. SYNCHRONIZATION

In this section, the problem of realizing synchronization for
the system (3) is connected with the stability analysis of the
closed-loop system produced by a feedback controller. We first
define the synchronization measure, then introduce a feedback
controller with a specific form. Finally, the conditions ensuring
the realization of synchronization are given.

The system (3) is in the synchronous mode if X(t) ∈ W for
all t ∈ R+. To measure the closeness of the system to the
synchronous regime we will use a synchronization measure: a
continuously differentiable function ρ : RNn → RNn such that
ρ(X) = 0 implies that X ∈W .

In this study, a controller with the feedback law U = ψ(ρ(X))
where ψ : RNn→ RNm is a continuous function and ψ(0) = 0,
is used to stabilize the system (3) and to realize synchronization
for the resulting closed-loop system. In such a case the set
S := {X ∈ W |ρ(X) = 0} contains all synchronized solutions
of the closed-loop system.

For example, we apply the following synchronization measure
in this study:

ρ(X) = ΓX , (4)
where

Γ =


−In In 0 · · · 0

0 −In In · · · 0
...

...
. . .

...
...

0 0 · · · −In In
In 0 · · · 0 −In

 ∈ RNn×Nn,

also ΓFj(X) = 0, for all j ∈ 1,M and X ∈W due to properties
of Fj in the synchronization mode.

By considering

U = K0ΓX +
M

∑
j=1

K jΓFj(X) (5)
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to synchronize the system (3), we obtain the following closed-
loop system

Ẋ(t) = Ã0X(t)+
M

∑
j=1

Ã jFj(X(t)), (6)

where Ãs = As +BKsΓ for s ∈ 0,M.
Proposition 6. If the system (6) admits a continuously differ-
entiable Lyapunov function V : RNn → R+ such that for all
X ∈ RNn:

β1(‖ρ(X)‖)≤V (X)≤ β2(‖X‖),
V̇ (X)≤−β3(V (X))

(7)

or
β1(‖X‖)≤V (X)≤ β2(‖X‖),
V̇ (X)≤−β3(‖ρ(X)‖)

(8)

for some β1,β2 ∈ K∞ and β3 ∈ K , then the feedback con-
trol (5) ensures asymptotic attraction of the synchronous mode.

Proof. Reaching the synchronous mode is equivalent to stabil-
ity and convergence of the system (6) with respect to the output
ρ(X). This is equivalent to IOS of (6) for a zero input.

The formulation (7) repeats exactly the conditions of Defini-
tion 3, and in this case there is no need in UBIBS property since
β3 ∈K . Hence, such a V is an IOS Lyapunov function with
zero input and the required conclusion follows.

In the case of (8), since V̇ ≤ 0 and V is a positive definite
function of the state X , all solutions are bounded. Then by
LaSalle Invariance Principle Khalil (2002) all trajectories of the
system converge to the set where ρ(X) = 0, as desired.

Theorem 7. Let Assumption 5 be satisfied. If there exist
P = P> ∈ RNn×Nn, Ξs = diag{ξs} ∈ RNn×Nn with ξs =
[ξs,1, . . . ,ξs,nN ]

> for s ∈ 0,M, Λ j = diag{λ j} ∈ RNn×Nn with
[λ 1

j , . . . ,λ
nN
j ]> for j ∈ 1,M, ϒs,` = diag{υs,`} ∈ RNn×Nn with

υs,` = [υ1
s,`, . . . ,υ

nN
s,` ]
> for s ∈ 0,M−1 and ` ∈ s+1,M such

that
Λ j > 0, j ∈ 1,M, Ξs ≥ 0, ∀s ∈ 0,M,

ϒs,` ≥ 0, s ∈ 0,M−1, ` ∈ s+1,M,
p

∑
j=1

Λ j > 0,

M

∑
s=0

Ξs +2
M

∑
s=0

M

∑
`=s+1

ϒs,` > 0,

P > 0, Q =


Q1,1 Q1,2 · · · Q1,M+1
Q>1,2 Q2,2 · · · Q2,M+1

...
...

. . .
...

Q>1,M+1 Q>2,M+1 · · · QM+1,M+1

≤ 0,

where

Q1,1 = (A>0 +Γ
>K>0 B>)P+P(A0 +BK0Γ)+Γ

>
Ξ0Γ,

Q j+1, j+1 = (A>j +Γ
>K>j B>)Λ j +Λ j(A j +BK jΓ)+Γ

>
Ξ jΓ,

Q1, j+1 = P(A j +BK jΓ)+(A>0 +Γ
>K>0 B>)Λ j

+Γ
>

ϒ0, jΓ, ∀ j ∈ 1,M,

Q j+1,`+1 = (A>j +Γ
>K>j B>)Λ`+Λ j(A j +BK jΓ)+Γ

>
ϒ j,`Γ,

j ∈ 1,M, ` ∈ j+1,M,

then the synchronous mode is reached under the controller (5).

Proof. Consider a candidate Lyapunov function:

V (X) = X>PX +2
M

∑
j=1

nN

∑
i=1

(
λ

i
j

∫ X i

0
F i

j (r)dr
)
.

Then, V is positive definite and radially unbounded due to the
properties of the nonlinear functions Fj.

It can be shown that

V̇ (X) = Ẋ>PX +X>PẊ +2
M

∑
j=1

Ẋ>Λ jFj(X)

=


X

F1(X)
...

FM(X)


>

Q


X

F1(X)
...

FM(X)

−X>Ξ̃0X−

−
M

∑
j=1

Fj(X)>Ξ̃ jFj(X)−2
M

∑
j=1

X>ϒ̃0, jFj(X)

−2
M

∑
j=1

M

∑
`= j+1

Fj(X)>ϒ̃ j,`F̀ (X)

≤−X>Ξ̃0X−
M

∑
j=1

Fj(X)>Ξ̃ jFj(X)

−2
M

∑
j=1

X>ϒ̃0, jFj(X)

−2
M

∑
j=1

M

∑
`= j+1

Fj(X)>ϒ̃ j,`F̀ (X),

(9)

where Ξ̃s = Γ>ΞsΓ and ϒ̃s,` = Γ>ϒs,`Γ for s ∈ 0,M−1 and
`∈ s+1,M. Thus, if all conditions in Theorem 7 hold true, then
V satisfies (8), which implies that the controller (5) pushes the
system (3) to the synchronous mode according to Proposition 6
as desired.

5. APPLICATION

The model of Chua’s circuit is widely used to investigate
chaotic behavior (for instance, in nonlinear control, in secure
communication Yang and Chua (1997)). The general represen-
tation of Chua’s circuit is:

ȧ = α (b−φ(a)) , with φ(a) = a+g(a),

ḃ = a−b+ c,
ċ =−βb,

(10)

where a,b,c,α,β ∈ R and the function g : R → R in this
application is defined as

g(a) =

{m1a+m1−m0, a≤−1,
m0a, −1 < a < 1,
m1a+m0−m1, a≥ 1,

where m0 = − 8
7 ,m1 = − 5

7 . Let a = x1,b = x2,c = x3 in the
system (10), then it can be rewritten as

ẋ =

ẋ1

ẋ2

ẋ3

= α0

x1

x2

x3

+α1 f1

(x1

x2

x3

) (11)

in the form of (3), where

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

2940



α0 =

[−α α 0
1 −1 1
0 −β 0

]
,α1 =

[−α 0 0
0 0 0
0 0 0

]
,

f1(x) =

g(x1)
g(x2)
g(x3)

 .
In this example, the values of the parameters α,β are chosen as
α = 15.6,β = 31.5 and the number of systems in the family N
is set to 2. Therefore, the common dynamics of (11) is

Ẋ = A0X +A1F1(X)+Bu,X =

[
x1
x2

]
∈ R6, (12)

where x1,x2 ∈ R3 are solutions of (11). Consider a feedback
controller in the form of (5) and u ∈ R2 a vector of scalar
controls affecting the Chua’s circuits to synchronize the sys-
tem (12), then we obtain

Ẋ = (A0 +BK0Γ)X +(A1 +BK1Γ)F1(X).

The synchronization measure is selected as
ΓX = 0,

where
Γ = [I3 −I3] ,

by which we see that e := x1− x2 = ΓX . Then,
ė = α0e+α1( f1(x1)− f1(x2)).

Let

b =

[0
0
1

]
,B =

[
b 0
0 b

]
,K0 = O2×3,K1 =

[
−0.1 0 0
0.1 0 0

]
,

we obtain that there exist P,Λ1,Ξ0,Ξ1,ϒ0,1 solving the pro-
posed LMIs in Theorem 7. Moreover, the norm of the differ-
ence e and the state trajectory x1 of the closed-loop system
with distinct initial states x1(0),x2(0) are shown in Fig. 1 and
Fig. 2, respectively. The simulation results indicate that the two
subsystems in system (12) are synchronized by the feedback
controller.
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Fig. 1. The norm of the difference value e versus t

6. DESIGN OF FEEDBACK GAINS

In this section we propose a design method for the feedback
gains KsΓ,s ∈ 0,M with the realization of synchronization (4).
Since the terms with Ks,s ∈ 0,M in inequality (9) only appear
on Q, the design is concerned with the condition Q ≤ 0. The
main result is as follows:
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Fig. 2. The state trajectory of x1

Theorem 8. Set

D =


Ξ0 ϒ0,1 · · · ϒ0,M

ϒ0,1 Ξ1 · · · ϒ1,M
...

...
. . .

...
ϒ0,M ϒ1,M · · · ΞM

 ,

and let all conditions of Theorem 7 be satisfied, except the
condition Q ≤ 0 is replaced by D ≤ 0. If there exist matrices
Zs ∈ RNm×Nn, s ∈ 0,M satisfying

L :=


L1,1 L1,2 · · · L1,M+1
L>1,2 L2,2 · · · L2,M+1

...
...

. . .
...

L>1,M+1 L>2,M+1 · · · LM+1,M+1

≤ 0;

L1,1 := P−1A>0 +Z>0 B>+A0P−1 +BZ0;

L j+1, j+1 := Λ j
−1A>j +Z>j B>+A jΛ j

−1 +BZ j, ∀ j ∈ 1,M;

L1, j+1 := P−1A>0 +Z>0 B>+A jΛ j
−1 +BZ j; ∀ j ∈ 1,M;

L j+1,`+1 := Λ
−1
j A>j +Z>j B>++A`Λ`

−1 +BZ`,

j ∈ 1,M, ` ∈ j+1,M,

then the feedback gains

KsΓ =

{
Z0P, s = 0,
ZsΛs, s ∈ 1,M

form the controller (5) with the achievement of synchroniza-
tion (4).

Proof. Consider the expression of V̇ in (9). Let

Q = Q̌+ Q̂,

where

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

2941



Q̌ :=


Γ
>

Ξ0Γ Γ
>

ϒ0,1Γ · · · Γ
>

ϒ0,MΓ

Γ
>

ϒ0,1Γ Γ
>

Ξ1Γ · · · Γ
>

ϒ1,MΓ

...
...

. . .
...

Γ
>

ϒ0,MΓ Γ
>

ϒ1,MΓ · · · Γ
>

ΞMΓ

 ;

Q̂ :=


Q̂1,1 Q̂1,2 · · · Q̂1,M+1
Q̂>1,2 Q̂2,2 · · · Q̂2,M+1

...
...

. . .
...

Q̂>1,M+1 Q̂>2,M+1 · · · Q̂M+1,M+1

 ;

Q̂1,1 := (A>0 +Γ
>K>0 B>)P+P(A0 +BK0Γ);

Q̂ j+1, j+1 := (A>j +Γ
>K>j B>)Λ j +Λ j(A j +BK jΓ),

∀ j ∈ 1,M;

Q̂1, j+1 := P(A j +BK jΓ)+(A>0 +Γ
>K>0 B>)Λ j,

∀ j ∈ 1,M;

Q̂ j+1,`+1 := (A>j +Γ
>K>j B>)Λl +Λ j(A j +BK jΓ),

j ∈ 1,M, ` ∈ j+1,M.

Then, it can be shown that the condition D≤ 0 is equivalent to

Q̌ =Ωdiag(P−1
Γ
>,Λ−1

1 Γ
>, . . . ,Λ−1

M Γ
>)

Ddiag(ΓP−1,ΓΛ
−1
1 , . . . ,ΓΛ

−1
M )Ω≤ 0,

where
Ω = Ω

> := diag(P,Λ1, . . . ,ΛM).

Also, it holds that
Q̂ = ΩΩ

−1Q̂Ω
−1

Ω = ΩLΩ.

This implies that Q̂≤ 0 is equivalent to L≤ 0.

Therefore, if the condition D ≤ 0 (Q̌ ≤ 0) is satisfied and
L ≤ 0 (Q̂ ≤ 0) holds true, then Q ≤ 0, which induces that
synchronization is achieved since all conditions of Theorem 7
(except Q≤ 0) are assumed to be satisfied.

7. CONCLUSION

In this paper, the synchronization measure of Persidskii systems
was proposed and new conditions of realization of synchroniza-
tion formed by LMI were presented. An application example
of Chua’s circuit was shown to validate the efficiency of the
proposed results. Furthermore, the LMI-based design method
of feedback gains with the achievement of synchronization was
introduced. Reducing the conservativeness of the proposed LMI
conditions is a potential future direction of interest, as well
as considering the connection between input-to-output stability
and synchronization.
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Boston, MA.

Kaszkurewicz, E. and Bhaya, A. (2005). A generalized Per-
sidskii theorem and its applications to nonsmooth gradient
dynamical systems. IFAC Proceedings Volumes, 38, 604–
609.

Kaszkurewicz, E. and Hsu, L. (1979). Stability of nonlinear
systems. Automatica, 15, 609–614.

Khalil, H. (2002). Nonlinear systems. Prentice-Hall, Upper
Saddle River, NJ.

Olfati-Saber, R., Fax, J., and Murray, R. (2007). Consensus and
cooperation in networked multi-agent systems. Proceedings
of the IEEE, 95, 215–233.

Persidskii, S. (1969). Concerning problem of absolute stability.
Automation and Remote Control, 5–11.

Persis, C. and Jayawardhana, B. (2014). On the internal model
principle in the coordination of nonlinear systems. IEEE
Transactions on Control of Network Systems, 1, 272–282.

Persis, C.D. and Jayawardhana, B. (2012). Coordination of pas-
sive systems under quantized measurements. SIAM Journal
on Control and Optimization, 50, 3155–3177.

Polyak, B.T. and Kvinto, Y.I. (2017). Stability and synchroniza-
tion of oscillators: New Lyapunov functions. Automation and
Remote Control, 78, 1234–1242.

Sontag, E. and Wang, Y. (2000). Lyapunov characterizations
of input to output stability. SIAM Journal on Control and
Optimization, 39(1), 226–249.

Yang, T. and Chua, L. (1997). Impulsive stabilization for
control and synchronization of chaotic systems: Theory and
application to secure communication. IEEE Transactions on
Circuits and Systems I: Fundamental Theory and Applica-
tions, 44(10), 976–988.

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

2942


