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Abstract: Classical teaching of control theory that is based on mathematical models can
sometimes be quite difficult for students. Not everybody is able to understand physical meaning
of differential equations immediately. The use of various visualizations can facilitate the process
of learning. The paper describes the system that presents animations of mechatronic systems
to students. They can be run in two modes — in open loop to follow the dynamical behavior of
the system without the use of any controller and in closed loop that considers the basic PID
controller. The aim is to show students the effect of the individual components of the controller,
i.e. the effect of P, I and D part. The visualization is realized in two forms: first, we use 3D
animation that is available as the web application and then we decided to use increasingly
popular augmented reality. This kind of simulation is available via smartphones and it is based
on Google Services for AR platform, built for augmented reality experience. Both types of
visualizations will be illustrated on the model of towercopter that we have in our laboratory
also as a real plant. Using the presented educational environment allows students to achieve

first experience with the system, before they want to use a real device in laboratory.
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1. INTRODUCTION

Purpose of universities is to educate people, to improve
and to push boundaries of world understanding further.
Also, institutions and companies need to educate their
employees. Goal of each technical university must be to
prepare future engineers for real life problems, how to deal
with them and how to solve them. In higher education
it can happen that it is quite difficult to understand
meaning of mathematical models. Meaning of the specific
subject matter can be hard to imagine and realize. For
both, the student and the teacher it is better to explain
issues on practical exercises. Useful way how to improve
education is to visualize the whole process, before one
gets to a real device. There are several reasons why to
do that: to understand the problem better, to save costs,
to prevent injuries and to prevent damages. This idea was
also supported by (Pomerantz et al., 2019) and (Yip et al.,
2019).

The paper is devoted to the control teaching based on 3D
models visualisations in different simulation environments.
Purpose of this approach is to bring new perspective to
interactive teaching and to simplify the whole process of
understanding the subject matter. Applications presented
in the paper allow students to achieve first experience
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with the device, before they want to use the real plant
in laboratory.

2. RELATED WORK

Recently there has been a worldwide increase in various
visualizations. It is mostly caused by the greater expansion
of game industry and usage of the virtual reality. In
education field there can be also found some interesting
applications, i.e. (Raju et al., 2018). Model visualizations
could be divided in two types:

2D models are used to describe certain types of images,
such as technical diagrams, logos, mechanical systems, etc.
There also exist tools for creating 2D models whereby they
can offer developers additional predefined functionality
regarding modeling of dynamical systems (Esquembre,
2004), (Saenz et al., 2015) or (Matisdk and Zakova, 2018).

3D models are in some cases better than 2D models,
because they are more explicit and understandable. 3D
model created as an precise copy of the real plant can
also be used as useful visualization in education. Some
examples were already published in several conferences
and journal papers. The tool referenced in (Esquembre,
2004) and (Saenz et al., 2015) does not only allow creating
2D representations but also 3D ones. Segway model based
on real plant was presented in (Zikovd and Hok, 2016).
Model of electronic kart can be found in (Kucera et al.,
2018) or model of planet systems e.g in (Huang et al.,
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2019). The visualizations in 3D can also be used to
reconstruct the image and to preserve cultural heritage
(Park et al., 2014).

Studies confirm that interactive way of teaching supports
the concentration. As it can be seen in (Cabero-Almenara
et al., 2019) or in (Mayilyan, 2019) this approach helps stu-

dents to achieve better results in exams. Papers (Alvarez
et al., 2014) and (Chamba-Eras and Aguilar, 2017) show
that students were satisfied with using augmented reality
and were more successful in the subject.

However, the education is not the only field, where the
visualization can be used. Companies change and upgrade
technological processes during the time, so their employ-
ees need to learn new methods to control the devices.
Therefore the use of augmented reality in industry is often
demanded nowadays (Cardoso et al., 2013), (Paelke, 2014)
or (Perla et al., 2016).

Based on presented studies visualizations reasonably have
their place in education. Therefore our aim was to create
a system for supporting teaching of control theory on 3D
models.

3. SYSTEM ARCHITECTURE

We decided to build a new set of applications that enables
to control 3D visualisation of real systems and to verify
functionality of basic control algorithms (PID, state space
controller, etc.).

3.1 Application Requirements

To achieve the maximal impact of the application it needs
to fulfil several requirements. It should

e have minimal hardware requirements, possibility of
widespread adoption among users and easy access to
application,

e make the realistic view of the mechatronic device:

- using web browser
- using augmented reality
e accept user-defined parameters,
e cnable running of the model
- in open loop to follow the dynamical behaviour
of the system,
- in closed loop that considers e.g. the basic PID
controller.

3.2 Technology Overview

To fulfil the mentioned requirements, the key point is to
choose the right technology and development tools for the
implementation.

For the web-based modules the PHP programming lan-
guage and usage of the frameworks was chosen. Choose of
the right framework can be crucial for developing, so we
have considered few aspects: performance, design pattern
(Model View Controller architecture), database support,
community support and documentation support.

After reviewing possible frameworks, our attention was
devoted to two frameworks: Laravel and Symfony. Both
ones are large frameworks that meet our requirements.

Laravel is nowadays probably the most popular framework
for the development of the full-stack applications and it is
easy to learn. It comes with the long-time support (LTS)
and the support of the community (Laaziri et al., 2019).
It is based on Model-View-Controller architecture, which
helps in improving the performance, allows better docu-
mentation and has multiple built-in functionalities (Shah,
2018).

Symfony is considered the most stable PHP framework
and similar to Laravel it is also supported by an extended
community and LTS.

Considering advantages and performance of both frame-
works we decided not to use the same solution for the
whole application. The detailed use of each framework is
explained in 3.3.

Since the augmented reality (AR) is not generally sup-
ported in web-oriented platforms, the decision was to use
the 3D development engine. Game engine is a development
software environment for game designers to create games
more quickly. These days there exists a lot of game en-
gines. Most of them are commercial, but few can be used
free for non-commercial purposes, such as Godot, Unity
or Unreal Engine. All the mentioned engines have huge
community of users. However, Godot does not provide
support for augmented reality, so it was not appropriate
for the AR development. Both Unity and Unreal engine are
compatible with augmented reality platform and they are
cross-platform. Based on comparison (Christopoulou and
Xinogalos, 2017) Unity was chosen as engine for developing
of our application, because it has better performance on
mobile devices, better user experience and more realistic
graphics.

Two leading development platforms for creating applica-
tions in augmented reality are Apple ARKit and Google
ARCore. In our project ARCore was chosen, because
Android is the most widespread smartphone operating
system. According to data from September 2019 given by
StatCounter (a company dealing with Website analytics)
Android OS is used by 76.24% smartphone users, iOS by
22.48% and other OS by 1,28% users (StatCounter, 2019).

ARCore platform is characterised by three main principles
defined by Google:

e Motion tracking
To observe feature points in the room the camera
in the smartphone and IMU (Inertial measurement
unit) sensor data are used. ARCore takes both the
position and orientation of the phone when it moves
meanwhile virtual objects remain placed accurately
in the specific position.

o FEnvironmental understanding
To place object on horizontal surfaces (common pro-
cedure for AR objects) it makes detection using the
same feature points as for motion tracking.

o Light estimation
To make the appearance of the object more real-
istic, ARCore platform observes the ambient envi-
ronment light. In this way developers can light the
virtual object in a more authentic way, because the
light matches more with the surrounding environment
(Amadeo, 2017).

17476



Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

Since our aim was not just to make visualisation of some
object but also to control its output, some simulation en-
gine is also needed. To facilitate the development the com-
plex simulation environment is running in the background.
It was possible to choose commercial Matlab or LabView
or free alternatives such as Scilab or OpenModelica. All
of them enable to model and simulate behavior of linear
and nonlinear systems and the advantage is that all of
them have graphical editor for building block schemes.
We decided to use open source Scilab (with Xcos graphical
editor) because it is very similar to commonly used Matlab
(Simulink) and it does not require a license and therefore
everyone has access to it.

Finally, let us summarize all technologies for building the
final application. The complete development will use

PHP frameworks - Laravel and Symfony,
development engine - Unity,

augmented reality platform - Google ARCore,
Scilab/Xcos simulation environment.

3.8 System Architecture

The application is using modular design. The whole system
is divided into several components. All these modules
work as independently created parts and can be used in
different systems in the future. The biggest advantage of
modular design is that each module can be reprogrammed
separately.

In Fig.1 the system architecture of the created modular
system is shown. From the user’s perspective there are
two client applications. The user can interact with both of
them. The visualisation of the system is done:

e using web application,
e using Google ARCore as a platform for the smart-
phone application.

The worldwide use of smartphones allows people to use
online applications wherever and whenever it is necessary.
The main reason to develop web-based application is still
increasing diffusion of Internet connection and the growing
number of its users. According to the survey from June
2019 presented in (Miniwatts Marketing Group, 2019)
Internet is used by 58,8% of world population. Following
this fact, it is good to prepare the online application
because it is quite comfortable to use it since it does not
require any installation. The user needs just a web browser.
On the other hand, the screen is limited since it is flat. For
more realistic visualizations it is possible to move to the
augmented reality.

Web Application  The back-end side of the web appli-
cation is developed using Laravel PHP framework. Fig.1
shows Laravel MVC implementation.

All information about the 3D model (such as PID con-
troller parameters, additional experiment parameters, the
control schema) are stored in MySQL relational database.
It is open source, reliable, compatible with all major host-
ing providers, cost-effective, and easy to manage (Branson,
2017).

The View is rendered by Laravel framework by its own
PHP templating engine called Blade. The JavaScript li-
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Fig. 1. Architecture of the web application and augmented
reality module

brary Babylon.js is used for 3D visualization. It allows to
render 3D model on the screen.

AR Application The smartphone application is created
in Unity, which uses plugin for Google ARCore devel-
opment platform. The application allows user to see the
model of the device in real environment. The application
uses HTTP requests to Scilab module (Fig.2) and it also
needs access to database that store necessary parameters.

Back-end for Client Applications  The Scilab module
is running as a web service with its own application
programming interface. It can be seen in Fig.2. The benefit
of creating module as the API is that then it is accessible
via Internet and reusable for further development.
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Fig. 2. Architecture of the computing module

The Scilab module was created using Symfony PHP frame-
work. In comparison to Laravel the REST API perfor-
mance of Symfony is much higher. Based on results in
(InfoDroid, 2019) Symfony 4.2 was 71% more efficient than
Laravel 5.8 in the accomplished test. The benchmark is
represented by a REST API application. More about the
test can be found in (Barboyon, 2019).

Since the Scilab module is mostly back-end application,
which provides the API it is more efficient to use Symfony

17477



Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

as framework for its development (in difference to Lar-
avel). Laravel is more efficient as framework for full-stack
applications. On the other side the web module is mostly
connection between front-end, back-end and the database
in this case Laravel is a better option (Laaziri et al., 2019).

The architecture of the Scilab module is a little differ-
ent (Fig.2) compared to architecture of web application
(Fig.1). The module serves as the API for the Scilab/Xcos
computing environment. The first difference is that the
module is designed for more advanced users that have
already some expertise in Xcos block schema creation.
These users have the role of block scheme administrator
(Fig.2). All block schemas (for each system model) are
stored in the database.

The second difference consists in the fact that Symfony
MVC is not using “routing”, but all interactions are han-
dled only by the “controller”. The main purpose of the
module is to handle and process HT'TP requests. Requests
contain information about the desired simulated block
schema, parameters for the simulation and the API key,
which is needed in the authorization process.

Controllers presented in Fig.1 and Fig.2 control the com-
munication between Scilab module and web application
module.

4. IMPLEMENTATION

The whole application is demonstrated on the visualisation
of the real towercopter plant. The 3D model was created
using Blender modeling tool, which is powerful software
with open distribution and has big community of users. In
Fig.3 the considered real device and created 3D model is
shown.

Fig. 3. Real towercopter plant and the 3D model created
in Blender rendered by babylon.js

After modelling the system, it was necessary to export it
from Blender. The GLB format (Binary form of Graphics
Library Transmission Format) is compatible export format
for web and DAE format (Digital Asset Exchange) for the
Unity.

The exported file with 3D model for web interface is
then stored to the server folder and loaded to the web

application by babylon.js library. This JavaScript library
can work with objects and visualize them in browser.

The Unity uses scene, where the DAE format is imported.
Using the combination with ARCore library, the object can
be rendered on smartphone screen with real environment.

The Scilab module has Graphical User Interface (GUI)
for easier uploading of block schema and defining all its
default parameters. Each upload of an experiment is stored
in database with its own ID. The module also provides API
which allows to communicate with other applications.

In both version of application after selection of the experi-
ment, the request is sent to the server and to the database.
The database stores information about the experiment to-
gether with default initial conditions. These data are used
for automatic loading of 3D model and generation of the
form that enables interaction with the user. After starting
the simulation, the HTTP request is sent (the GuzzleHttp
was used) to Scilab module where it is processed in several
steps:

e access validation using Google Client API,

e preparation of the Scilab script, which is based on the
input data. It has access to the database with already
uploaded block schemas. The block schema with all
parameters is then sent to execution.

script execution using Scilab console,

parsing the result,

validation of the result,

HTTP response as JSON.

When the application gets the response, data from JSON
are used for defining the movement of specific parts of the
model. In the towercopter there is the moving platform
and the propeller. For this purpose Babylon.js library uses
translate function, and Unity uses the implementation of
Vector3 function.

The animation is completed with the plot that shows the
dynamically changed position of the propeller.

5. EXPERIMENT

The application is based on the experimentation with
the real towercopter plant (Matisdk et al., 2019). It was
identified by the system of the second order that can be
described by the following transfer function

2.6008
F =
() = 0481452 1 13025 7 1

(1)

defined in the back-end of the application. The controlled
output is the position of the propeller.

The experiment can run in open loop (for identification
purposes) and also in closed loop. In this moment students
can control the system by the basic PID controller (Fig.4)
with the predefined default parameters K,, K; and Kg .
Students should try to design their own controller with
better perfomance. They can come out from the given
model or to make their own identification running the ex-
periment in open loop (without knowing the mathematical
model in advance).

GUI of the Scilab module is in Fig.5. It consists of three
main parts:
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Fig. 4. PID controller schema

Simulation schema
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Fig. 5. GUI in Scilab module with necessary inputs and
outputs
for the simulation

o Filename
It is a file with Scilab/Xcos schema. The file uses
zcos format, because it is the newest standard used
in Scilab 6.0.2.

o Inputs
Names of parameters are used in the Xcos block
schema. K, K;, K4 are individual components of the
controller.
In addition, it is necessary to define the animation
time (i.e. length of the simulation), sampling period
and the required altitude of the propeller.

e Qulputs
Time and height are the output variables. System uses
these variables to map output from Scilab console to
JSON format.

Visualization of towercopter 3D model in web application
is shown in Fig.6 and in AR application is shown in Fig.7.

6. CONCLUSION

The paper describes set of two applications (Web appli-
cation and AR application) that were developed as new
tools for interactive teaching of Control Theory. They can
also help students with better understanding of physical
meaning of differential equations.

The developed applications illustrate the control of tower-
copter plant and can be found on www.iolab.sk subpages..
They were developed in the modular way because in sim-
ilar way we plan to illustrate dynamical behaviour and to
control other mechatronic experiments, too.

[

Fig. 6. Web application environment for controlling the
towercopter 3D model

Fig. 7. Towercopter experiment — visualization via AR
application

As a future work, authors would like to increase the
number of predefined control structures not to use just
PID controller. The best solution would be to offer users
to set up also the own control algorithm. Another plan
is to extend the API with more computing environments,
such as Matlab/Simulink to create more complex tool.
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