Adaptive Identification of Nonlinear Time-delay Systems Using Output Measurements
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Abstract: A novel adaptive identifier is developed for nonlinear time-delay systems composed of linear, Lipschitz and non-Lipschitz components. To begin with, an identifier is designed for uncertain systems with a priori known delay values, and then it is generalized for systems with unknown delay values. The algorithm ensures the asymptotic parameter estimation and state observation by using gradient algorithms. The unknown delays and plant parameters are estimated by using a special equivalent extension of the plant equation. The algorithms stability is presented by solvability of linear matrix inequalities.
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1. INTRODUCTION

The investigation focuses on adaptive/non-line identification of unknown time-invariant plant parameters. The existing literature suggests many design methods for plants with lumped model and known structure, see, e.g. Landau (1979); Goodwin and Sin (1984); Astrom and Wittenmark (1989); Narendra and Annaswamy (1989); Sastry and Bodson (1989); Ioannou and Sun (1995); Ljung (1999). These methods demonstrate acceptable robustness in the presence of small input and output disturbances or small perturbations of model parameters. Due to this, the methods have found practical applications in electrical vehicle application Flah et al. (2014), robotics Farza et al. (2009), chemical industry Ekramian et al. (2013), etc. However, there are only few results applicable to synthesis of plants with time-delays, see, e.g. Nakagiri and Yamamoto (1995); Verduyn (2001); Orlov et al. (2001); Belkoura and Orlov (2002); Orlov et al. (2002, 2003, 2009).

In Nakagiri and Yamamoto (1995); Verduyn (2001) the identification of time-delay systems demonstrated complexity of the problem, particularly, the identifiability of a delay system was shown to place a restrictive condition on the structure of the system. This condition was defined through the characteristic matrix of the functional differential equation of the plant whereas no indication was given on how to attain this condition using some accessible inputs.

In Orlov et al. (2001); Belkoura and Orlov (2002); Orlov et al. (2002, 2003, 2009), the adaptive identifiers were developed step by step, for systems with the complete state information and for single input single output (SISO) linear time delay systems, given in the canonical form of a differential equation of an arbitrary order. Necessary and sufficient conditions for a linear delay system to be identifiable have been given in terms of weak controllability property and nonsmooth input signals. In Orlov et al. (2009) the proposed results were experimentally confirmed in an application to a port-fuel-injected internal combustion engine.

However, the identification of single-input single-output (SISO) nonlinear systems with delays has not been addressed so far. Therefore, the main contribution of the paper consists in solving the following problems:

(i) design of the adaptive plant identifier for uncertain nonlinear SISO systems with a priori known time-delays;
(ii) generalization of the proposed adaptive identifier to the case with unknown time-delays;
(iii) derivation of the stability conditions in terms of feasibility of linear matrix inequalities (LMIs).

The rest of the paper is outlined as follows. The problem statement is given in Section 2. In Sections 3 and 4, two algorithms are developed side by side for a priori known and unknown delays, accompanied with the convergence conditions of the proposed algorithms, given in terms of specific LMIs feasibility. Finally, Section 5 collects some conclusions.

Notations. Throughout the paper, the superscript T stands for the matrix transposition; \( \mathbb{R}^n \) denotes the n dimensional Euclidean space with vector norm \( \| \cdot \| \); \( \mathbb{R}^{n \times m} \) is the set of all \( n \times m \) real matrices; the notation \( P > 0 \) for \( P \in \mathbb{R}^{n \times n} \) means that \( P \) is symmetric and positive definite; \( I \) is the identity matrix of an appropriate dimension; \( \text{diag}\{\cdot\} \) is used for a block diagonal matrix.
2. PROBLEM FORMULATION

Consider a plant model in the form

\[ \dot{x}(t) = \sum_{i=0}^{k} [A_i x(t-\tau_i) + D_i \varphi(x(t-\tau_i)) + \ldots] \]

where \( t \geq 0, x(t) \in \mathbb{R}^n \) is the state vector, \( u(t) \in \mathbb{R} \) is the control input which is assumed to be piece-wise continuous bounded function, \( y(t) \in \mathbb{R} \) is the output signal, available for the measurement. For certainty, the time-delay values \( \tau_i \) are ordered as follows \( 0 = \tau_0 < \tau_1 < \ldots < \tau_r \).

The function \( \varphi(x) \in \mathbb{R}^l \) is globally Lipschitz continuous with an \( a \hspace{1pt} priori \) known Lipschitz constant \( L \). The non-linear function \( \psi(y(t-\tau_i)) \in \mathbb{R}^m \) is a piece-wise continuous.

The well-posedness of system (1) is thus ensured in the sense that there exist constants \( C \) and periodic, and persistently excites system (1) in the mean square, requires that not only the solutions \( x(t-\tau_i) \) and the inputs \( u(t-\tau_i) \), but in addition to Orlov et al. (2002).

Assumption 4. System (1) is identifiable in the sense that there exists a persistently exciting input \( u(t) \) such that the unknown parameters in (1) are uniquely determined from the measured output \( y(t) \) Orlov et al. (2003).

Assumption 5. System (1) is locally observable in the sense that the difference \( \Delta x(t) \) of arbitrary solutions \( x(t) \) asymptotically escapes \( \lim_{t \to \infty} \Delta x(t) = 0 \) to zero provided that these solutions generate the same output \( C \dot{x}(t) = C \dot{\hat{x}}(t) \) for all \( t \geq 0 \).

The above assumptions are made for technical reasons. Assumption 1 is well-recognized from the linear theory to be imposed on a system for its on-line identification in open-loop Orlov et al. (2002).

Assumption 2 is an extension of the well-known Persistency-of-Excitation (PE) condition (see definition of PE condition in Shimkin and Feuer (1987); Mareels and Gevers (1988); Ioannou (1996)) to the underlying time-delay system. Such an assumption is typically invoked to prove the identifier convergence to the nominal system parameters (cf. that of Theorem 1 where the input periodicity is particularly utilized to apply the invariance principle).

Assumption 3 is inspired from a finite-dimensional matching condition counterpart used to ensure the identifiability of the unknown parameters. A similar identifiability problem is recently discussed in the adaptive control Tao (2003); Hovakimyan and Cao (2010) and adaptive identification of free-delay linear plants in Tao (2003).

Assumptions 4 and 5, coupled together, ensure that relation

\[ \lim_{t \to \infty} CT_0 \sum_{i=0}^{k} [\Delta \kappa^A_i x(t-\tau_i) + \Delta \kappa^D_i \varphi(x(t-\tau_i)) + \Delta \kappa^G_i \psi(y(t-\tau_i)) + \Delta \kappa^B_i u(t-\tau_i)] = 0 \]

can only be satisfied for the trivial parameter errors

\[ \Delta \kappa^A_i = 0, \Delta \kappa^D_i = 0, \Delta \kappa^G_i = 0, \Delta \kappa^B_i = 0, i = 0, 1, \ldots, k \]

where \( \Delta \kappa^A_i = \hat{\kappa}^A_i - \kappa^A_i, \Delta \kappa^D_i = \hat{\kappa}^D_i - \kappa^D_i, \Delta \kappa^G_i = \hat{\kappa}^G_i - \kappa^G_i, \Delta \kappa^B_i = \hat{\kappa}^B_i - \kappa^B_i, i = 0, 1, \ldots, k \). are the deviations of the nominal parameters \( \kappa^A_i, \kappa^D_i, \kappa^G_i, \kappa^B_i \) from their estimates \( \hat{\kappa}^A_i, \hat{\kappa}^D_i, \hat{\kappa}^G_i, \hat{\kappa}^B_i \). To reproduce this conclusion it suffices to equate the outputs \( C \dot{x}(t) = C \dot{\hat{x}}(t) \) of system (1), generated with the nominal parameters \( \kappa^A_i, \kappa^D_i, \kappa^G_i, \kappa^B_i \) and their estimates \( \hat{\kappa}^A_i, \hat{\kappa}^D_i, \hat{\kappa}^G_i, \hat{\kappa}^B_i \), and after that differentiate the resulting equality along the corresponding solutions of (1), taking into account the local observability of the system.

If confined to SISO time-delay systems, Assumption 4 is well-known Orlov et al. (2009) to hold true. The identifiability of the system parameters and delays can then be enforced by applying to the system a sufficiently nonsmooth signal that persistently excites the system. These signals are constructively introduced by imposing the state of the system and the system input to have different smoothness properties Orlov et al. (2003). In general, Assumption 4, roughly speaking, requires that not only the solutions \( x(t-\tau_i) \) and the inputs \( u(t-\tau_i) \), but in addition to Orlov et al.
(2003), also \( \varphi(t - \tau_i) \) and \( \psi(t - \tau_i) \), viewed in combination with \( x(t - \tau_i) \) and \( u(t - \tau_i) \), present different behaviour. For MIMO systems, this topic however calls for further investigation and remains beyond the scope of the paper.

In the sequel, Assumption 4 is simply postulated, and only numerical evidences are given in Section ?? to support it in a nontrivial academic example, illustrating the theory developed.

For later use, let us introduce the estimation errors

\[
\Delta \kappa_i^A(t) = \kappa_i^A - \hat{\kappa}_i^A(t), \quad \Delta \kappa_i^D(t) = \kappa_i^D - \hat{\kappa}_i^D(t),
\]

\[
\Delta \kappa_i^G(t) = \kappa_i^G - \hat{\kappa}_i^G(t), \quad \Delta \kappa_i^B(t) = \kappa_i^B - \hat{\kappa}_i^B(t), \quad i = 0, \ldots, k,
\]

\[
\varepsilon(t) = x(t) - \hat{x}(t),
\]

where \( \hat{\kappa}_i(t) \), \( \hat{\kappa}_i^D(t) \), \( \hat{\kappa}_i^G(t) \), and \( \hat{\kappa}_i^B(t) \) are dynamic estimates of the nominal values \( \kappa_i^A \), \( \kappa_i^D \), \( \kappa_i^G \), and \( \kappa_i^B \), and \( x(t) \) is the actual state.

The objective is to design an identification algorithm that ensures

\[
\lim_{t \to \infty} \Delta \kappa_i^A(t) = 0, \quad \lim_{t \to \infty} \Delta \kappa_i^D(t) = 0, \quad \lim_{t \to \infty} \Delta \kappa_i^G(t) = 0, \quad \lim_{t \to \infty} \Delta \kappa_i^B(t) = 0, \quad i = 0, \ldots, k, \quad (4)
\]

\[
\lim_{t \to \infty} \varepsilon(t) = 0.
\]

In what follows, such an identification algorithm is developed for the nonlinear time-delay system in question.

3. ADAPTIVE IDENTIFIER DESIGN UNDER A PRIORI KNOWN DELAY VALUES

Consider a plant model

\[
\dot{x}(t) = \sum_{i=0}^{k} \left[ A_i^0 \dot{x}(t - \tau_i) + D_i^0 \varphi(x(t - \tau_i)) \right] + C_i^0 \psi(y(t - \tau_i)) + B_i^0 u(t - \tau_i) - Y_i \varepsilon(t - \tau_i)
\]

\[
+ T_0 \sum_{i=0}^{k} \left[ \hat{\kappa}_i^A(t) \dot{x}(t - \tau_i) + \hat{\kappa}_i^D(t) \varphi(\dot{x}(t - \tau_i)) \right] + \hat{\kappa}_i^G(t) \psi(y(t - \tau_i)) + \hat{\kappa}_i^B(t) u(t - \tau_i) \right]
\]

\[
\hat{y}(t) = C_i \hat{x}(t),
\]

of the same structure as that of (1) with Hurwitz matrices \( Y_i \) at the designer disposition. Let the model parameters be updated as \( \dot{\hat{\kappa}}_i(t)^T = -\Gamma_i^0 e(t) \dot{x}(t - \tau_i) \), \( \dot{\hat{\kappa}}_i^D(t)^T = -\Gamma_i^D e(t) \varphi(\dot{x}(t - \tau_i)) \), \( \dot{\hat{\kappa}}_i^G(t)^T = -\Gamma_i^G e(t) \psi(y(t - \tau_i)) \), \( \dot{\hat{\kappa}}_i^B(t)^T = -\Gamma_i^B e(t) u(t - \tau_i) \), \( i = 0, 1, \ldots, k \), so that the parameter errors are governed by

\[
\Delta \kappa_i^A(t)^T = -\Gamma_i^A e(t) \dot{x}(t - \tau_i),
\]

\[
\Delta \kappa_i^D(t)^T = -\Gamma_i^D e(t) \varphi(\dot{x}(t - \tau_i)),
\]

\[
\Delta \kappa_i^G(t)^T = -\Gamma_i^G e(t) \psi(y(t - \tau_i)),
\]

\[
\Delta \kappa_i^B(t)^T = -\Gamma_i^B e(t) u(t - \tau_i).
\]

The matrices \( \Gamma_i^A \), \( \Gamma_i^D \), \( \Gamma_i^G \), and \( \Gamma_i^B > 0 \) are positive definite and of appropriate dimensions. Then the plant deviation \( \varepsilon(t) \) from the model variable is computed according to (1) and (5), and it is therefore governed by

\[
\dot{\varepsilon}(t) = \sum_{i=0}^{k} \left[ A_i e(t - \tau_i) + D_i [\varphi(x(t - \tau_i) - \varphi(\dot{x}(t - \tau_i))] + Y_i \varepsilon(t - \tau_i) \right] + T_0 \sum_{i=0}^{k} \left[ \Delta \kappa_i^A(t)^2 \varphi(\dot{x}(t - \tau_i)) + \Delta \kappa_i^D(t)^2 \varphi(\dot{x}(t - \tau_i)) \right] + \Delta \kappa_i^G(t)^2 \psi(y(t - \tau_i)) + \Delta \kappa_i^B(t)^2 u(t - \tau_i) \right],
\]

\[
e(t) = C \varepsilon(t).
\]

The result, stated below, relies on the notation

\[
\Psi_{11} = A_i^0 P + PA_0 - Y_i + \sum_{i=0}^{k} S_i,
\]

\[
\Psi_{12} = \left[ \begin{array}{c} \Psi_{11} P(A_1 - Y_1) \ldots P(A_k - Y_k) \\ \vdots \vdots \vdots \vdots \\ \Psi_{11} P(D_k) \end{array} \right] \Gamma_i^0, \quad i \neq 0,...,k
\]

\[
\Psi_{11} + L^2 I \Psi_{12} = 0,
\]

Here the notation " * " means a symmetric block of a symmetric matrix.

**Theorem 1.** Let the delay values \( \tau_j, j = 1, \ldots, k \) be known *a priori*, and let Assumptions 1–5 hold. Moreover, let there exist matrices \( P = P^T > 0, S_i > 0, i = 0, \ldots, k \) such that the relations

\[
\Psi < 0 \quad \text{and} \quad PT_0 = C^T
\]

hold true. Then the over-all error system (6), (7) is asymptotically stable so that the above objective (4) is achieved with identifier (5), updated according to (7).

**Proof 1.** The proof is constructed in two steps.

3.1 Stability analysis

Consider Lyapunov-Krasovskii functional

\[
V = V_1 + V_2,
\]

where

\[
V_1 = \varepsilon^T(t) P \varepsilon(t) + \sum_{i=0}^{k} \left[ \Delta \kappa_i^A(t)^2 (\Gamma_i^0)^{-1} \Delta \kappa_i^A(t)^T \right] + \Delta \kappa_i^D(t)^2 (\Gamma_i^D)^{-1} \Delta \kappa_i^D(t)^T + \Delta \kappa_i^G(t)^2 (\Gamma_i^G)^{-1} \Delta \kappa_i^G(t)^T + (\Gamma_i^B)^{-1} \Delta \kappa_i^B(t)^2 \right],
\]

\[
V_2 = \sum_{i=0}^{k} \int_{t - \tau_i}^{t} \varepsilon^T(s) S_i \varepsilon(s) ds.
\]

The computation of the time-derivative of \( V_1 \) along the trajectories of (6) and (7) yields
\[ V_1 = \varepsilon^T (A_1^T P + PA_0 - Y_0) \varepsilon^T + 2\varepsilon^T P D_0 [\phi(x(t) - \phi(\hat{x}(t))] + 2\varepsilon^T P \sum_{i=1}^k [A_i \varepsilon(t - \tau_i) - Y_i \varepsilon(t - \tau_i)]. \] 

In turn, computing the time-derivative of \( V_2 \), yields

\[ V_2 = \sum_{i=0}^k [\varepsilon(t)^T S_i \varepsilon(t) - \varepsilon(t - \tau_i)^T S_i \varepsilon(t - \tau_i)]. \] 

Introducing the vectors \( \chi_1(t) = (\varepsilon(t), \varepsilon(t - \tau_1), ..., \varepsilon(t - \tau_k)) \), \( \chi_2(t) = (\phi(x(t)) - \phi(\hat{x}(t)), \phi(x(t - \tau_1)) - \phi(\hat{x}(t - \tau_1)), ..., \phi(x(t - \tau_k)) - \phi(\hat{x}(t - \tau_k))) \) and combining (4), (13) and (14), let us represent \( V \) in the form

\[ V = [\chi_1^T \chi_2^T] \begin{bmatrix} \Psi_{11} & \Psi_{12} \\ 0 & 0 \end{bmatrix} [\chi_1 \chi_2] \] 

where \( \Psi_{11}, \Psi_{12} \) are governed by (4).

Since the right-hand side of (15) does not depend on the estimation errors it cannot be negative definite, however it might be negative semi-definite. In order to conclude that \( \dot{V} \leq 0 \) it suffices to establish that the matrix \( [\Psi_{11} \Psi_{12}] \) is negative definite. For reproducing this, let us deduce the inequality

\[ \begin{bmatrix} \chi_1^T \chi_2^T \end{bmatrix} \text{diag}[L^2 I, -I] [\chi_1^T \chi_2^T]^T \geq 0. \]

(16)

from the global Lipschitz condition \( [\phi(x(t - \tau_i)) - \phi(\hat{x}(t - \tau_i))]^T [\phi(x(t - \tau_i)) - \phi(\hat{x}(t - \tau_i))] \leq L^2 \varepsilon(t - \tau_i)^T \varepsilon(t - \tau_i), \)

\( i = 0, ..., k \), imposed in Section 2 on the function \( \phi(x) \).

Using S-procedure from Yakubovich (1973); Boyd and Vandenberghe (2004) and taking (16) into account, let us represent (15) as \( \dot{V} \leq [\chi_1^T \chi_2^T] [\Psi [\chi_1^T \chi_2^T]^T \) where \( \Psi \) is given by (4). It is straightforward to conclude that the inequality \( \dot{V} \leq 0 \) holds provided that \( \Psi < 0 \) which is actually guaranteed by (9).

It follows that the signals \( \varepsilon(t), \Delta \kappa^A(t), \Delta \kappa^D(t), \Delta \kappa^G(t), \) and \( \Delta \kappa^P(t) \) are uniformly bounded, and the over-all error system (6), (7) is stable. Moreover, taking into account Assumption 1, the boundedness of \( \hat{x}(t) \) follows from that of \( x(t) \) and \( \varepsilon(t) \) as well as the boundedness of \( \dot{\varepsilon}(t) \) straightforwardly concluded from (7) due to the boundedness of \( \varepsilon(t) \) and \( x(t) \).

3.2 Asymptotic stability analysis

The asymptotic stability of the error system (6), (7) is established based on the infinite-dimensional extension Henry (1991) of the Krasovskii–LaSalle invariance principle to time-periodic delay systems, similar to that of Rouche et al. (1977). According to the invariance principle, thus extended, there must be a convergence of the trajectories of the error system (6), (7) to the largest invariant subset of the set of the solutions of (6), (7) for which \( \dot{V} = 0 \), or equivalently

\[ \chi_1 \equiv 0, \chi_2 \equiv 0. \] 

(17)

Let us show that manifold (17) does not contain nontrivial trajectories of (6), (7). Indeed, if confined to (17), one has \( \varepsilon \equiv 0 \Rightarrow \hat{\varepsilon} \equiv 0 \), and by virtue of (6), one derives that

\[ \Delta \kappa^A_i(t) = 0, \Delta \kappa^D_i(t) = 0, \Delta \kappa^G_i(t) = 0, \Delta \kappa^P_i(t) = 0, \]

\( i = 0, 1, ..., k \).

Then along the invariant subset (17), relation \( \sum_{i=0}^k [A_i \varepsilon(t - \tau_i) + D_i [\phi(x(t - \tau_i)) - \phi(\hat{x}(t - \tau_i))] - Y_i \varepsilon(t - \tau_i) - T_0 \Delta \kappa^A_i(t) \varepsilon(t - \tau_i) - T_0 \Delta \kappa^P_i(t) \varepsilon(t - \tau_i) - \phi(\hat{x}(t - \tau_i))] = 0 \) is straightforwardly verified. With this in mind and taking relations (18), (19) into account, the error dynamics (7) result in (2), thereby ensuring that (3) holds true. Thus, the largest invariant subset of the set \( \dot{V} = 0 \) coincides with the origin, and by applying the invariance principle, the error system (6), (7) is established to be asymptotically stable. This completes the proof of Theorem 1.

4. CASE OF UNKNOWN TIME-DELAYS

In the present section, the number \( k \) of time-delays \( \tau_i \), \( i = 1, ..., k \) of the plant dynamics (1) are no longer assumed to be known a priori. The identifier design in such a frame calls for another interpretation of equation (1). To formally apply the developed identifier let us introduce the following notations

\[ \bar{k} \geq k, \quad 0 = \bar{\tau}_0 < \bar{\tau}_1 < ... < \bar{\tau}_k, \]

\[ A_i \in \mathbb{R}^{n \times n}, \quad D_i \in \mathbb{R}^{n \times k}, \]

\[ G_i \in \mathbb{R}^{n \times m}, \quad B_i \in \mathbb{R}^n, \quad i = 1, ..., \bar{k}, \]

\[ \Xi = \{ \bar{\tau}_1, ..., \bar{\tau}_k \}, \]

\[ \Xi = \{ \bar{\tau}_1, ..., \bar{\tau}_k \}, \]

\[ A = \{ A_1, D_1, G_1, B_1, i = 1, ..., \bar{k} \}, \]

\[ \Lambda = \{ A_1, D_1, G_1, B_1, i = 1, ..., \bar{k} \}, \]

and impose the following assumptions.

**Assumption 6.** The values of \( k \) and \( \bar{\tau}_i, i = 1, ..., \bar{k} \) are known a priori whereas the matrices \( A_i, D_i, G_i, B_i, i = 1, ..., \bar{k} \) are unknown.

**Assumption 7.** The implications \( \Xi \subset \Xi \) and \( \Lambda \subset \Lambda \) are in force and the sets \( \Xi \setminus \Xi \) and \( \Lambda \setminus \Lambda \) contain zero elements.

The above assumptions presume that unknown plant delays belong to an a priori known finite set as it happens, e.g., in computer networks where transmission delays are commensurate a specific precision. Thus, the identification of unknown delay values is reduced to identifying fictitious delay values, which are associated with zero matrix multipliers to be identified along with other nonzero parameter values. Indeed, using notations (20) and Assumptions 6, 7, rewrite plant equation (1) in the form

\[ \dot{x}(t) = \sum_{i=0}^k [A_i x(t - \bar{\tau}_i) + D_i \phi(x(t - \bar{\tau}_i))] + G_i \psi(y(t - \bar{\tau}_i)) + B_i u(t - \bar{\tau}_i)], \]

\[ y(t) = C x(t). \]

It is worth noticing that model (21) has been obtained based on the modifications of Assumptions 2 and 3, given below.

**Assumption 8.** The input signal \( u(t) \) is uniformly bounded and periodic, and persistently excites system (21) in the
sense that there exist constants $C > 0$ and $\alpha > 0$ such that
\[
\int_{t+C}^{t} \Phi(s)\Phi(s)^T ds \geq \alpha I
\]
with $\Phi(t) = \text{col}\{x(t-\bar{\tau}_0), \ldots, x(t-\bar{\tau}_k), \varphi(t-\bar{\tau}_k), \psi(t-\bar{\tau}_k), u(t-\bar{\tau}_0), \ldots, u(t-\bar{\tau}_k)\}$, computed along an arbitrary system trajectory $x(t)$.

Assumption 9. The following matching conditions hold
\[
\dot{A}_i = \bar{A}^0_i + T_0 \kappa^A_i, \quad \bar{D}_i = \bar{D}^0_i + T_0 \kappa^D_i, \quad \bar{G}_i = \bar{G}^0_i + T_0 \kappa^G_i, \quad \bar{B}_i = \bar{B}^0_i + T_0 \kappa^B_i, \quad i = 0, \ldots, k,
\]
where $\bar{A}^0_i$, $\bar{D}^0_i$, $\bar{G}^0_i$, $\bar{B}^0_i$, $T_0 \in \mathbb{R}^n$ are known matrices and vectors, and $CT_0 \neq 0$, whereas $\kappa^A_i \in \mathbb{R}^{n \times 1}$, $\kappa^D_i \in \mathbb{R}^{1 \times n}$, $\kappa^G_i \in \mathbb{R}^{1 \times n}$, and $\kappa^B_i \in \mathbb{R}$ are unknown.

The basic idea behind the representation of model (1) in form (21) is as follows. If $x(t-\bar{\tau}) = x(t-\bar{\tau}_j)$ for some $l \in \{i, \ldots, k\}$ and $j \in \{i, \ldots, k\}$, then $A_l = A_j$. Otherwise, $x(t-\bar{\tau}) \neq x(t-\bar{\tau}_j)$ for any $l \in \{i, \ldots, k\}$ and $j \in \{i, \ldots, k\}$, and $A_l = 0$. Similar comments are also in order for other terms in (21). Thus, identifying nonzero matrices among $A_l, D_l, G_l, B_l, i = 1, \ldots, k$ yields corresponding (nonfictional) time-delays.

Let us now consider the identifier in the form
\[
\dot{x}(t) = \sum_{i=0}^{k} \left[ A^0_i \dot{x}(t-\bar{\tau}_i) + D^0_i \varphi(\dot{x}(t-\bar{\tau}_i)) + G^0_i \psi(y(t-\bar{\tau}_i)) + B^0_i u(t-\bar{\tau}_i) \right] + T_0 \sum_{j=0}^{k} \left[ \dot{\kappa}^A_j(t) \dot{x}(t-\bar{\tau}_j) + \dot{\kappa}^D_j(t) \varphi(\dot{x}(t-\bar{\tau}_j)) + \dot{\kappa}^G_j(t) \psi(y(t-\bar{\tau}_j)) + \dot{\kappa}^B_j(t) u(t-\bar{\tau}_j) - \dot{Y}_i \varepsilon(t-\bar{\tau}_j) \right],
\]
(22)
\[
\dot{y}(t) = C \dot{x}(t),
\]
(23)
\[
C \dot{x}(t) = \sum_{i=0}^{k} A_i x(t-\bar{\tau}_i) + \sum_{i=0}^{k} D_i \varphi(x(t-\bar{\tau}_i)) + \sum_{i=0}^{k} G_i \psi(y(t-\bar{\tau}_i)) + \sum_{i=0}^{k} B_i u(t-\bar{\tau}_i),
\]
(24)
\[
y(t) = C x(t).
\]
(25)

The structure of $\Psi$ is the same as in (4).

Theorem 2. Let Assumptions 1, 4–9 hold and let there exist matrices $P = P^T > 0$, $S_i > 0$, $i = 1, \ldots, k$ such that
\[
\Psi < 0 \quad \text{and} \quad PT_0 = C^T.
\]
(26)

Then the identification algorithms
\[
\dot{k}^A_i(t) = \Gamma^A_i \dot{x}(t-\bar{\tau}_i) e(t),
\]
\[
\dot{k}^D_i(t) = \Gamma^D_i \varphi(\dot{x}(t-\bar{\tau}_i)) e(t),
\]
\[
\dot{k}^G_i(t) = \Gamma^G_i \psi(y(t-\bar{\tau}_i)) e(t),
\]
\[
\dot{k}^B_i(t) = \Gamma^B_i u(t-\bar{\tau}_i) e(t),
\]
(27)
ensure objective (4), where $\Gamma^A_i$, $\Gamma^D_i$, and $\Gamma^G_i$ are positive definite matrices with appropriate dimensions and $\Gamma^B_i > 0$.

Proof. It is clear that Theorem 1 is applicable to system (23), (25) of the same structure as that of (7), (6). Thus, by applying Theorem 1, the assertion of Theorem 2 is verified.

Remark 1. Model (21) has a rough approximation relatively to value of $k$. Thus, an overestimated number of estimated parameters is in play, and hence, a larger transient time is obtained. However, using the model
\[
\dot{x}(t) = \sum_{i=0}^{k_1} A_i x(t-\bar{\tau}_i) + \sum_{i=0}^{k_2} D_i \varphi(x(t-\bar{\tau}_i)) + \sum_{i=0}^{k_3} G_i \psi(y(t-\bar{\tau}_i)) + \sum_{i=0}^{k_4} B_i u(t-\bar{\tau}_i),
\]
(28)

with smaller numbers $k_j < \hat{k}_j$, $j = 1, \ldots, 4$ of estimated parameters allows one to reduce the number of adjustable parameters, thereby reducing the transient time of estimation of unknown parameters. It is clear that the algorithm for model (26) remains similar to the algorithm for model (21).

In Furtat and Orlov (2020) the simulations are given. Simulation results are invoked to support the developed identifier design and to illustrate the efficiency of the proposed synthesis procedure.

Also, the proposed algorithm is applied to the identification of parameters of the experimental stand for the study of the control of multi-machine power systems under communication time-delays. The stand is located in IPME RAS. The algorithm made it possible to identify the parameters of the model of each generator described by a third-order differential equation with three unknown parameters and unknown communication time-delay. The identified parameters can be successfully applied to experimental investigation of control of multi-machine power systems.
5. CONCLUSIONS
In the paper, a novel adaptive identifier design is proposed for nonlinear systems composed of linear part, Lipschitz and non-Lipschitz nonlinearities. The case of known time-delay values and that of unknown delays are addressed side by side. In contrast to the existing literature, SISO time delay systems are considered in the general form rather than in the canonical form only. The identifiability and observability properties are coupled to the persistent excitation of the plant model to ensure the asymptotic convergence of estimated parameters to their real values by using the gradient algorithm. The stability analysis is given in terms of the feasibility of certain linear matrix inequalities, relying on input and output matrices. The numerical simulations confirm theoretical results and illustrate efficiency of the proposed algorithm for on-line simultaneous estimation of a large number of unknown parameters, including 2 state components and 24 parameters.
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