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Abstract: Machine learning belongs to the crossroad of cybernetics (control science) and
computer science. It is attracting recently an overwhelming interest, both of professionals and
of the general public. In the talk a brief overview of the historical development of the machine
learning field with a focus on the development of mathematical apparatus in its first decades is
provided. A number of little-known facts published in hard to reach sources are presented.
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1. INTRODUCTION

Machine learning is an area related to both cybernetics
and computer science (or Control Science and Computer
Science) 1 , attracting recently an overwhelming interest
both of professionals and of the general public. In the
last few years thanks to successes of computer science (the
emergence of GPUs, leading to significant improvements
in the performance of computers and development of
special software, allowing to work with big data) machine
learning is often attributed to computer science. However,
historically, learning algorithms that provide convergence
and sufficient convergence rate of the learning process
arose within ybernetics/control. Below a look of a control
theorist at the history of machine learning is presented.
The author is a mathematician by education and has some
experience in pattern recognition and control based on
adaptation and learning in the 1960s.

2. EARLY YEARS

The origin of machine learning in its modern sense is
usually associated with the name of the psychologist Frank
Rosenblatt from Cornell University, who, based on ideas
about the work of the human nervous system, created a
group that built a machine for recognizing the letters of
the alphabet Rosenblatt (1957, 1959, 1960). The machine,
called the ”perceptron” by its creator, used both analog
and discrete signals and included a threshold element that
converted analog signals into discrete ones. It became the
prototype of modern artificial neural networks (ANN), and
the model of its learning was close to the models of animal
and human learning developed in psychology, see Bush &
Mosteller (1951). Rosenblatt himself performed the first
mathematical studies of the perceptron Rosenblatt (1959).
However, the Novikoff theorem Novikoff (1962), which
gives the conditions for the convergence of a perceptron
learning algorithm in a finite number of steps, has become
better known.
? Supported by the Government of Russian Federation, project 08-
08
1 Cybernetics is understood here as control theory in a broad
sense, including system identification, control, optimization and
other disciplines under research within control community.

3. THE 1960s: FIRST BOOM OF MACHINE
LEARNING

3.1 Deterministic approaches

In early 1960s several groups were engaged in the de-
sign and testing of learning recognition systems Widrow
(1961); Bongard (1961); Braverman (1962). General state-
ments of pattern recognition problem were proposed in
1963-1964 Abramson et al, (1963); Widrow (1964) in the
groups of Mark Aizerman (including E.Braverman and
L.Rozonoer) and Alexander Lerner (including V. Vapnik
and A.Chervonenkis) in Moscow Institute of Control Sci-
ence and in the group of Vladimir Yakubovich (including
V.Fomin, A.Gelig and a number of younger researchers)
in Leningrad State University LSU (currently St. Peters-
burg State University). In the papers Vapnik and Lerner
(1963); Vapnik and Chervonenkis (1964) and Yakubovich
(1963, 1965, 1966) deterministic approaches were devel-
oped, while in Aizerman et al (1964a,b) probabilistic state-
ment of the machine learning problem was suggested.

Let us consider the developed algorithms of learning in
more detail using a traditional simple example. Let each
object (image) Xk, k = 1, 2, ...N shown to the machine be
encoded by a set of real numbers - values of some features:
Xk = (Xk1, Xk2, ..., Xkn)T and it is required to train the
machine to recognize to which one of two classes: A or
B belongs the presented new object X∗. Let for certainty
Xk belongs to class A for k = 1, 2, ...kA and class B for
k = kA + 1, ..., N . That is, the objects have a membership
function y(X) such that y(Xk) = 1 for k = 1, 2, ...kA ,
where 1 < kA < N and y(Xk) = −1 for k = kA +
1, ..., N . It is assumed that the convex hulls of vectors
Xk belonging to different classes do not intersect, so that
these sets can be separated by a hyperplane. It means
that there are a vector of weights w = (w1, w2, ..., wn)T

and a number w0, such that W (Xk) > 0 for k =
1, 2, ...kA and W (Xk) < 0 at k = kA + 1, ..., N , where
W (X) = wTX + w0. Thus, the problem is reduced to
the approximation of the function based on its values
on a finite set. Gradient-type algorithms for perceptron
learning construct some of the separating hyperplanes,
and, as was shown in Novikoff (1962); Yakubovich (1963),
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under some conditions perform it in a finite number of
steps.

Let us make the transition to the conjugate space of weight
vectors (w,w0). Then the problem is transformed into a
dual problem of finding the intersection of a finite num-
ber of half-spaces (w,w0) : y(Xk)(wTXk + w0) > 0, k =
1, 2, ...N . The dual problem can also be solved by different
methods. If the objects are presented to machine sequen-
tially, then a class of gradient-type recurrent algorithms
can be used. They look as follows

wk+1 = wk − γky(Xk)Xk, w0,k+1 = w0,k − γky(Xk), (1)

and require knowledge of only one image coordinates at
each step. Different approaches have been proposed to
select the size γk of the steps. In particular, it is possible
to project the current vector of weights onto the boundary
hyperplane at each iteration if the presented inequality
is not satisfied, i.e. if the current object is classified
incorrectly Yakubovich (1965, 1966) Since the weights
are not corrected if the presented inequality is satisfied,
the inequality defined a deadzone for the algorithm in the
space of weights.

Another approach is to choose a vector of weights w∗ in
such a way that the corresponding hyperplane {x : w∗T x+
w0 = 0} is a supporting hyperplane to the convex hull of
the available set of vectors y(Xk)Xk, k = 1, 2, ...N , so that
the minimum distance from it to the convex hull of classes
is maximal. This idea formed the basis of the celebrated
support vector machine (SVM) method. It is mentioned
in many sources that this idea was first proposed in the
work Vapnik and Chervonenkis (1964), which had an
English translation and has become widely known. It is
a historical fact, however, that in the same year 1964,
an employee of the laboratory of theoretical cybernetics
of LSU Boris Kozinets published another fairly simple
recurrent algorithm converging to an optimal supporting
hyperplane Kozinets (1964). Recurrent property of the
algorithm means that it is based on processing objects
(images) one by one, depending on availability (unlike
nonrecurrent algorithms that need to have all the objects
in the memory to process them).

Another algorithm, called MDM, was proposed at LSU
by V. N. Malozemov, V. F. Demyanov and D. Mitchell
Mitchell et al (1974). It is based on the formulation
of the problem as minimax optimization and the use of
nonsmooth optimization methods developed in the group
of V.F.Demyanov working mostly on nonsmooth optimiza-
tion problems. In 1965-66 V.A. Yakubovich developed a
systematic approach to the mathematical theory of pat-
tern recognition, called ”the method of recurrent goal
inequalities” Yakubovich (1965, 1966). It is based on the
reduction of the problem to the solution of a system of
inequalities constructed for a given purpose of functioning
of the system and allows one to find a solution to an
infinite number of previously not shown inequalities. This
allowed Yakubovich with coauthors to apply the approach
to solving problems of learning regulators for dynamical
systems under uncertainty, i.e. to solve problems of adap-
tive control Yakubovich (1972). A number of applica-
tion problems have been solved: training in handwriting
recognition, aerial photographs, signal isolation from noise,

description and analysis of scenes Kozinets et al, (1966);
Kharichev et al, (1973).

Another powerful method was proposed in 1964 (again
in LSU!) by young mathematician Lev Bregman (he was
23 years old in 1964). Bregman proposed a recurrent
algorithm for finding a point in the intersection of the finite
number of convex sets in a Hilbert space. The problem was
motivated by an application problem of city planning that
had nothing to do with learning. The Bregmans method
consisted in evaluation of consecutive projections onto the
nearest point of the set taken in the cyclic order. Weak
convergence of the projections to the intersection of all
sets was proved in the paper Bregman (1965) (the paper
was recommended to publication by Leonid Kantorovich,
future Nobel prize winner).

In his next paper Bregman (1966) Bregman proposed a
useful functional transformation. Let f(x) be a strictly
convex twice differentiable function, x ∈ Rn. LetD(x, y) =
f(x) − f(y) − (gradf(y), x − y), where gradf(x) is the
gradient of the function f(x). Function D(x, y) turns
out to be convenient to use for the convergence proofs
as the Lyapunov function candidate. It was later called
Bregman divergence. In the paper Bregman (1967) Breg-
man extended his previous results to present an elegant
framework for convex optimization. It was later widely
used for machine learning, clasterization, image deblur-
ring, image segmentation, data reconstruction, etc. The
terms Bregman divergence and Bregman method are now
widely used: the number of the papers in the journals in-
dexed in Scopus that have those terms (and related terms
Bregman projection, Bregman iteration, etc. in the title
exceeds 700 in October, 2019. As for the paper Bregman
(1967) itself it has more than 1250 citations in Scopus. It
is interesting that in the paper by Gubin et al (1967) a
similar problem was studied and a number of results on
strong convergence and convergence rate in Hilbert space
were obtained without use of Bregman divergence. Also
algorithms with incomplete relaxation were proposed and
convergence in a finite number of steps was established
as well as some applications to Chebyshev approximation
and optimal control. The results of the paper by Gubin
et al (1967) are also used by many authors in machine
learning and related areas of optimization: it has about
500 citations in Scopus.

3.2 Stochastic approaches

The above mentioned methods are based upon determin-
istic approach where an uncertainty is modeled as an ele-
ment of a bounded set. However many papers are devoted
to statistical approach which roots can be traced back
to statistical formulations of communications and decision
theory Marill & Green (1960); Widrow (1959).

The most systematic framework based on average risk
minimization was developed by Yakov Tsypkin Tsypkin
(1966, 1971) who has brilliantly demonstrated that it
encompasses a large number of algorithms proposed by
different authors as special cases. Although the idea of
average risk minimization appeared earlier in operation
research and was introduced into control of uncertain
systems by Feldbaum (1960), Tsypkin was the first who
proposed a unified approach to adaptation and learning us-
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ing stochastic approximation machinery. Parameter choice
and convergence results then follow from the results on
stochastic approximation obtained earlier in mathematical
statistics. After the Tsypkins works the stochastic approx-
imation has become a standard instrument in study of
adaptation and learning algorithms. An important unify-
ing idea introduced by Tsypkin (Tsypkin 1966, 1968) is in
the formulation of the adaptation and learning problem in
terms of a performance index which is the average of the
cost function Q(x,w):

J(w) =

∫
X

Q(x,w)p(x)dx = ExQ(x,w)

That is the problem is formulated as

minwJ(w)

and its solution may be based on stochastic gradient
algorithms:

w[n] = w[n− 1]− γ[n]∇Q(x[n], w[n− 1])

Choosing the cost function in appropriate way allowed the
author to design different classes of algorithms described
previously in the literature as well as a number of new ones.
Convergence of the algorithms can be established based on
the stochastic approximation scheme under conditions of
convexity and bounded growth of J(w), as well as the so
called Robbins-Monro conditions on the sequence of γ[n],
namely

γ[n] > 0,
∑
n

γ[n] =∞,
∑
n

γ[n]2 <∞.

4. TWO WINTERS OF AI AND SECOND BOOM OF
MACHINE LEARNING

In 1969 the book by M.Minsky and S.Papert Minsky &
Papert (1969) was published where some limitations for
complexity of the problem that can be solved by percep-
trons were established. Namely, the authors emphasized
that perceptrons cannot represent some logical functions
like XOR or NXOR. As a result, very little research was
done in this area until about the 1980s.The book has
triggered the reduction of funding of AI research in the
world for more than two decades. This period was later
called the first winter of AI. Nevertheless, study of more
complex learning algorithms was still continuing.

Further studies of structures and learning abilities of
multilayer neural networks took place in 1970-1980s. In
1980 Kunihiko Fukushima proposed a hierarchical multi-
layered convolutional neural network, known as neocog-
nitron Fukushima (1980). A significant impact was made
by the invention of backpropagation learning algorithm by
several authors in mid-eighties Rumelhart et al (1986a,b),
although its initial ideas were proposed still in the early
1960s, see Dreyfus (1990); Widrow & Lehr (1990); Werbos
(1990). Compared to a standard gradient descent, which
updates all the parameters with respect to error simultane-
ously, backpropagation first propagates the error term at
output layer, back to the layer at which parameters need
to be updated, and then uses the chain rule to update
parameters with respect to the propagated error. Some
drawbacks of backpropagation were discovered, see Brady
et al (1989); Gori & Tesi (1992). Particularly it may fail
in the case when the classes cannot be linearly separated.

An intensive advertisement of the success of backpropa-
gation and other computational advances produced great
hope for future successes. However real successes were less
that the expected ones and the investments in the area
of machine learning decreased again in early 1990s. This
period is sometimes called the second winter of AI.

Nevertheless an interest in studying neural networks as an
instrument of machine learning was growing in the 1990s.
A real breakthrough was produced by the paper Cortes &
Vapnik (1995) where a new version of the SVM algorithm
for the general non-separable case was introduced under
the name support-vector networks. It has been widely used
and been shown to be effective in practice. The algorithm
and its theory have had a profound impact on theoretical
and applied machine learning and inspired research on a
variety of topics Mohri et al (2014). The paper Cortes &
Vapnik (1995) has got more than 22000 citations in Scopus
by 2019.

5. THE GOLD RUSH OF MACHINE LEARNING

The beginning of the first decade of the XXI century
turned out to be a turning point in the history of ML,
and this is explained by three synchronous trends, which
together gave a noticeable synergistic effect. The first trend
is Big Data. Amount of the data has became so big that
new approaches were brought to life by practical necessity
rather than by curiosity of scientists.

The second trend is to reduce the cost of parallel comput-
ing and memory. This trend was discovered in 2004, when
Google unveiled its MapReduce technology, followed by
its open-source counterpart Hadoop (2006), and together
they made it possible to distribute the processing of huge
amounts of data between simple processors. At the same
time, Nvidia made a breakthrough in the GPU market:
if earlier in the gaming segment it could compete with
AMD/ATI, then in the segment of GPUs that can be
used for machine learning purposes, it proved to be a
monopolist. And at the same time, the cost of RAM has
significantly decreased, which opened the possibility to
work with large amounts of data in memory and, as a
result, there are numerous new types of databases, in-
cluding NoSQL. Finally, in 2014, the Apache Spark frame-
work for distributed processing of unstructured and weakly
structured data appeared, which was convenient for the
implementation of machine learning algorithms.

The third trend is development of the new algorithms of
deep machine learning, inheriting and developing the idea
of perceptron in combination with a successful scientific
PR-campaign. After many years of study of multilayer
neural networks a concept a technology of deep neural
networks (DNN) was born. It is believed that the term deep
learning was proposed in 1986 by Rina Dechter Dechter
(1986) although the history of its appearance is apparently
more complicated. A detailed and preferably objective
analysis of the events of this period is still waiting for its
researcher. Different points of view on the deep learning
can be found, e.g. on websites Foote (2017); Kurenkov
(2015); Wang & Raj (2017).

By the middle of the last decade, a critical mass of knowl-
edge in the field of DNN was accumulated, and, as always
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in such cases, someone has broken away from the peloton.
In this case, the leader was Geoffrey Hinton, a British
scientist who continued his career in Canada. Since 2006,
he and his colleagues began to publish numerous articles
on DNN, including papers in the popular multidisciplinary
journal Nature. This earned him a lifetime fame as a
classic. Around him a strong and cohesive community
has formed that worked for several years ”in the invisible
mode”. Its members called themselves ”Deep Learning
Conspiracy” or even ”Canadian Maffia”. A leading trio
was formed: Ian LeCun, Yehoshua Benjo and Geoffrey
Hinton, they are also called LBH (LeCun & Bengio &
Hinton). LBH’s exit from the underground was well pre-
pared and supported by Google, Facebook and Microsoft.
Andrew Ng, who worked at MIT and Berkeley and is now
the head of artificial intelligence research at Baidu lab,
worked extensively with LBH. He linked deep learning to
GPUs. Finally Ian LeCun, Yehoshua Benjo and Geoffrey
Hinton were awarded with Turing Award in 2018 “for
conceptual and engineering breakthroughs that have made
deep neural networks a critical component of computing”.
The leader of the trio Geoffrey Hinton has more than
300,000 citations in Google Scholar by November, 2019.
Quite a number of books and textbooks, are devoted
to machine learning, see e.g. Bishop (2006); Mohri et al
(2014); Theodoridis (2015), including Vapnik (1998) that
has more than 83,000 citations in Google Scholar. However
books are becoming obsolete very rapidly and the best
way to feel the state-of-the-art is to participate in one of
flagman conferences, e.g. NeuIPS or ICML. Canada has
become the Mecca of ML: it will host NeurIPS in 2019
and 2020.

6. DISCUSSION

Looking through the several decades of the history of
adaptation and learning it is seen that during the first
few decades those two areas were very close to each other
and a fruitful cooperation between them can be observed.
However the dramatic development of the machine learn-
ing during the last two decades leads to the divergence
of the two sister fields which is an issue of discussions in
the control community. However control related views have
been published only for the more narrow areas of iterative
learning Bristow et al (2006) and reinforcement learning
Recht (2018).

This paper is an attempt to present a general control
related view of the issue in the historical perspective.
Attention is focused mainly on the first decades of the
history of machine learning. The possibility of more tight
interaction between adaptive control and machine learning
in future is still unclear although some papers coauthored
by both experts in control and experts in machine learning
are published and well accepted. E.g. paper by Belhumeur
et al (1997) has more than 7000 citations after 20 years,
while paper by Wright et al (2009) got more that 5400
citations after ten years.

Looking into the past one can see a few success stories of
applying the ideas well known in optimization and con-
trol area to machine learning. One of them is application
of multistep tuning algorithms to increase the conver-
gence rate of gradient type algorithms. E.g. acceleration

of convergence by “heavy ball” method or averaging is
known in optimization and control since the 1960s Polyak
(1964); Tsypkin (1971); Nesterov (1983); Polyak & Judit-
sky (1992). However 300 out of about 320 citations of the
seminal paper Polyak (1964) were made in the last five
years.

Looking into the future we see new expansion of the
field. The top international conference on ML ‘Neural
Information Processing Systems’ (NeurIPS, formely NIPS,
neurips.cc) had more than 8000 participants in 2018,
while second top conference ‘International Conference on
Machine Learning’ (ICML, icml.cc) got more than 6000
participants in 2019.

What is a challenge for control theorists is that there are
very few rigorous mathematical proofs in a new deep learn-
ing ’tsunami’. Since machine learning researchers needed
means to compare the effectiveness of their methods and it
was hard to find solid mathematical means to test perfor-
mance of the numerous proposed methods 2 , the standard
datasets of training and testing sets that could be used to
evaluate machine learning algorithms were proposed.

The author would be happy if this paper would encourage
the readers to seek for new links between “old good”
adaptation and learning theory of control/cybernetics and
new paradigms and trends of machine learning and deep
neural networks. Strengthening such links would be of
mutual benefit for both fields.
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