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Abstract: In this paper, we study the problem of detecting early signs of Parkinson’s disease during
an indirect human-computer interaction via a computer mouse activated by a user. The experimental
setup provides a signal determined by the screen pointer position. An appropriate choice of segments
in the cursor position raw data provides a filtered signal from which a number of quantifiable criteria
can be obtained. These dynamical features are derived based on control theory methods. Thanks to these
indicators, a subsequent analysis allows the detection of users with tremor. Real-life data from patients
with Parkinson’s and healthy controls are used to illustrate our detection method.

Keywords: Quantification of physiological parameters for diagnosis and treatment assessment.
Developments in measurement, signal processing. Control of physiological and clinical variables.

1. INTRODUCTION

Parkinson’s disease (PD) is accounted for affecting currently
between seven to ten million people in the world (Pahwa et al.,
2020). This is the second most common neuro-degenerative
illness, that is age-related, right after Alzheimer’s disease. The
cardinal motor symptoms of PD include rigidity, bradykine-
sia, rest tremor, and postural instability (Louis et al., 2015).
The motor symptoms result from the degeneration and loss
of dopaminergic neurons in the substantia nigra of the basal
ganglia and, consequently, dopamine deficiency. It can take
four to six years for the disease onset with PD motor problems
becoming noticeable (Alves et al., 2008). For the time being,
there is no cure for this illness, but an appropriate treatment can
strongly improve the symptoms, especially at its beginning.

More than 1.2 million people in Europe live with PD and
the annual cost for patients, caregivers, and healthcare was in
2011 estimated to €13.9 billion (European Parkinson’s Dis-
ease association, 2014). The number of people with Parkin-
son’s is expected to double by 2030 (Dorsey et al., 2007).
Early treatment of PD can potentially reduce its economical
impact, improve life quality of patients and, probably, delay the
progression of the disease. However, the matter of medication
treatment in early PD is currently under debate (Stocchi et al.,
2015). Traditionally, it is recommended to delay medication
until the motor symptoms of PD start influencing the patient’s
quality of life. This point of view is based on the fact that anti-
Parkinsonian drugs (e.g. Levodopa) induce side effects and lose
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efficacy with time. An alternative hypothesis to consider is that
medication at early stages of PD might support restoration of
the impacted brain structures and delay the irreversible loss of
function (Schapira and Obeso, 2006). Thus an early and better
diagnostics would be desirable for an efficient treatment.

While Parkinsonian patients may not experience certain disease
symptoms at all, others’ symptoms are likely to fluctuate and
vary from day to day (Politis et al., 2010). Tremor is one of
the cardinal motor symptoms linked to PD, causing involuntary
oscillatory motion in extremities, in particular in the hands. It
can severely limit a person’s ability to use computers. However,
tremor is not always present in early (and even in advanced)
stages of PD (Davie, 2008). Furthermore, even a healthy person
can experience prominent physiological tremor due to fatigue,
stress or as symptom of withdrawal of drugs or alcohol. So,
tremor is not specific to PD and also appears in other diseases
and conditions. Moreover, other PD symptoms may be present,
such as limb stiffness (Koller and Montgomery, 1997), often
causing movements to be slow and cramped. In contrast, hand
tremor can result in a movement of a relatively high velocity.

There exist research works in dealing with different aspects of
PD through control-theoretical approaches. A very thorough
survey, though not so recent, on control theory perspective in
the study of PD can be found in Schiff (2010). The matter of
oscillation in neural structures has drawn significant attention,
see e.g. Garcia et al. (2013), Davidson et al. (2012). Also,
from a clinically oriented perspective, symptoms quantifica-
tion and therapy individualization/optimization are addressed.
For instance, in Jansson et al. (2015), two anomaly detection
methods were proposed to distinguish between PD patients
and healthy control subjects, based on eye-tracking data. In
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addition, to quantify the severity of tremor in PD patients un-
dergoing deep brain stimulation (DBS), Olsson and Medvedev
(2018) used Markov chains on the data from the inertial mea-
surement units. In Haddock et al. (2017), the authors proposed
a model-predictive control strategy for closed-loop DBS. An
optimization-based approach to the individualization of DBS is
described in Medvedev et al. (2019).

PD is usually evaluated through a score obtained in clinics. The
current standard to evaluate motor signs is the Unified Parkin-
son’s Disease Rating Scale Part III (UPDRS-III) (Martinez-
Martin et al., 1994). This method requires trained clinicians and
each such measurement can only be done once or at best twice
a year. The procedure takes hours and demands patient coop-
eration. Due to several factors, large symptomatic variability
is observed through this score and the daily life of patients at
home. This variability clearly demonstrates the relevance of an
ecological study making use of a non-obtrusive data collection
technology. As a matter of fact, a non-obstructive symptom
registration and quantification can also be useful in monitoring
the therapeutic effect and optimizing medical treatment of PD.

Within a human-computer interaction (HCI) framework, a re-
cent study shows that most patients use a laptop or desktop
computer and keep using a computer mouse and keyboard
instead of looking for alternative solutions (Hartikainen and
Ovaska, 2015). These input devices can be used to collect and
analyze motor data from users. For example, Giancardo et al.
(2016) discovered patterns in the time series of key hold times.
Using an ensemble regression algorithm, they discriminated
PD from control participants with an AUC! of 0.81. White
et al. (2018) first suggested that mouse movements can be used
to distinguish people with PD from others. They used mouse
cursor position from a search engine, from around a total of 800
users and investigated the use of a number of features to detect
PD. However the internal validity of their results is limited
since participants searching for terms on PD symptoms were
considered as affected.

Control theoretical methods are not yet commonly used in HCI
problems (see an interesting survey in Oulasvirta (2018)). A
relevant work can be found in Aranovskiy et al. (2019) where
the first dynamic model was designed to describe a fundamental
task in HCI, the pointing task, that can be described simply
as reaching a target with a cursor from an initial position,
for instance when the user executes a movement to select a
particular icon on the screen.

The goal of the present paper is to use control theory methods
on the detection of tremor of PD patients within a HCI frame-
work.

The exposition includes the following steps. In Section 2,
the experimental setup is described, notably on data collected
and the position signal processing. The quantifiable dynamical
features are explained in Section 3. Real-life data are then
analyzed accordingly to the features and the result is given in
Section 4.

2. EXPERIMENTAL SETUP

In the experiment, the participants installed on their computers
an application running in background to record mouse pointer

' AUC stands for Area Under The Curve ROC (Receiver Operating Character-
istics) curve
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Fig. 1. A sample of a user’s movements in the x and y coordi-
nates and the click buttons (pixels versus time in ms)

coordinates on screen and the state of mouse buttons while
they normally used their computers. The collected information
was recorded in a SQLite file and sent to a remote server on a
daily basis. The application was written in C++ and used lib-
pointing (Casiez and Roussel, 2011) to get the screen physical
dimensions. In this way, mouse coordinates may be converted
from pixels to physical units (e.g. mm), to normalize differ-
ent screen resolutions and pixel densities. After installation,
the participants filled an online questionnaire to collect demo-
graphic and medical data (degree of severity of Parkinson’s
disease). All data were collected anonymously. Fig. 1 shows
a sample of a user’s movements in the x and y coordinates,
together with the click buttons.

All computer mouse movements are relevant in the study of the
user behavior. Nevertheless, a systemic analysis must involve
explicit characteristics allowing the quantification of the phe-
nomena. To determine distinguished features in the movement,
our first step was to focus on the movement sections corre-
sponding to specific tasks.

The behavior of the mouse pointer on the computer screen
while the user is performing some tasks can be certainly influ-
enced by his/her physical/mental state (see for instance Pimenta
et al. (2013)). The pointing task is one of the most executed in-
teractions between the user and the computer. Considering our
previous work providing a dynamical model of pointing tasks
(Aranovskiy et al., 2019), we chose to segment the original data
to accentuate the pointing tasks done by the user. The result is
shown in Fig. 2.

The end of a pointing task is characterized by a mouse button
click. The fact of choosing pointing tasks is reinforced by
the presence of particular symptoms in PD patients such as
tremor and oscillating behavior, as well decreasing movement
speed (Fernandez et al., 2018), which can also be more easily
observed during pointing.

Pointing tasks can be split into two distinctive phases: a ballis-
tic phase with no visual feedback processing, where the user
rapidly brings the pointer close to the target, and a tracking
phase accompanied by a visual feedback, where the user fin-
ishes the task by a mouse click in this study. Two examples of
mouse position signal during pointing are illustrated in Fig. 3.
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Fig. 2. A sample of pointing tasks in a user’s movements, each
pointing task is distinguished by different colors, the axes
represent pixels in the y and x coordinates
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Fig. 3. Examples of mouse position signal in pointing tasks, the
axes indicate the cursor position in pixels versus time in
seconds

Having segmented pointing motions for each user, several
quantifiers were proposed to analyze the data (for instance,
concerning the velocity and the oscillations movements). These
dynamical features are described in the next section.

3. DYNAMICAL FEATURES

As mentioned in the previous section, the data are separated
into recognizable signals to guarantee relevant quantification.
Hence, after a preliminary processing, the measured data are
decomposed in n > 0 segments of pointing motions (n may be
different for each user) containing the following information:
fori=1,...,nand k=1,...,N; where N; > 0 is the size of the
segment dataset,

® Xx; i, Yi represent the position of the pointer,
e 1;; corresponds to the time stamp.

Itis assumed that x; 1, y; 1 is the position of the beginning of the
pointing at time #; 1, and that in x; y;, y; n; at instant #; 5. a button
click is activated, foralli=1,...,n

For all k=1,...,N;and i = 1,...,n, we define the following
auxiliary variables calculated for each segment:

® X, Yix estimate the pointer velocity,
® X, Vi x estimate the pointer acceleration,
o X, vy, are the averaged velocity of the pointer derived as

14 étk ézk Sik —Gik=N; .4 _ Vik — Vik-N,
k= y Vik =
ti ik —tik-n, ' tik —tik—n,
where gi,k = él}k*l + (l‘,‘7k — l‘i’kfl))‘chk with 5,’70 = 0 and
Vik = Vik—1+ (tik —tik—1)yix With yjo =0
In order to calculate the estimates X;, Yk, ¥ix and J;x a
homogeneous differentiator has been used, whose description

can be found in Nancel et al. (2018). This nonlinear filter
was applied to the whole dataset before its segmentation and
extraction of the pointing motions.

In the following, the proposed dynamical features are defined
for each pointing segment i = 1,...,n using the data introduced
above. Some of these features, such as the ones given in the next
subsection, are mere quantifiers of the measured signals and
their derivatives, but others are directly oriented to the detection
of presence of parasitic oscillations, when the fault detection
and isolation theory is indirectly applied (Isermann, 1997).

3.1 Average of absolute values of velocities and accelerations

This feature computes the absolute values %;, y;, %; and §; of
velocities %; t, ¥; x and accelerations )’c',- ks jil- k> respectively:

7Z|x1k| yl_ Zlytk‘

’k 1 ’k 1
Z |xlk| yz Z |y1k‘
’k 1 ’k 1

Roughly speaking it corresponds to the velocity and accelera-
tion energies (accumulated power of a user).

3.2 Velocity oscillation

This feature quantifies the number of sign changes of the
velocities X;x, y;r during the slow phase of the pointing task

(see Subsection 3.6). Denote these numbers as nj‘ and nly , then
the following expressions are proposed:

}’lic = l’l;Y +1 ifxi’k)éhk,] < 0and ‘X,’7k| <vr
n =n + 1if y;xyix—1 <O0and [yix| <V, k=1,...,N,
where
l

v =Kk max %ik]s v} ' =k max \y,k|
k : k=1,

correspond to the maximal velocities, and k € (0, 1) is a tuning
parameter that determines the rate level in the slow phase of the
motion (we used k¥ = 0.2 in the experiments). For computation
of these features, the averaged velocities x;{k, yﬁk can be used
(to avoid the dependence of the criterion on the measurement
noises), while the condition on smallness of the velocities can
be omitted.

3.3 Pointing error increments

The pointing motion is usually stable (for experienced users,
see Aranovskiy et al. (2019)) and the errors of pointing E}, and
Ely © which can be defined as the differences with respect to the
final position:

Efy = Xig —Xinys B} = Yik = Yinps
fork=1,...,N;andi=1,...,n, are monotonously decreasing.
Any 1ncrements in Ef} and E ik can be considered as a user
mistake, which would likely increase in quantity as PD symp-
toms grow more severe. Hence, the amount of the pointing error

increments e} and e?’ in the (final) slow phase of the motion can
be calculated as follows:

¢l =€+ 1if 5 E5 > 0, k=K,,...,N,,
e{:e¥+1ify'ikE? >0, k=K,,...,N;,

N|x,k| <y Ky:argk

STRRL =Ry, NG

Ke=ag,_ iad <}
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The idea of these features can be interpreted as follows. We
can assume that the pointing motion is stable with a simple
quadratic Lyapunov function Vi(E},) = (Ef)* or Vy(E?,) =
(E],)?, then the instability conditions Vi (EY,) > 0 or Vy(E}, ) >
0 correspond to x; ¢ EY, > 0 or y; xE], > 0, respectively, which is
used to calculate e and e}. In such a case, e} and e} evaluate the
time interval of “instability” for the pointing motion. Of course,
a more complex Lyapunov function with cross terms (in 2D)
can also be tested.

3.4 Mean error

Another way to estimate the pointing motion “instability” con-
sists in acquiring the average value of the Lyapunov function
during the slow phase of the motion. Note that in our case,
we have always Efy = E; ; = 0 by construction (the desired
point is reached and the pointing dynamics is converging).
Consequently, if the errors E,Xk and El) ¢ stay big in average
during the visual phase, then the motion admitted a perturbation
(oscillations or tremor issued by decease, for instance). Hence,
we can compute the mean errors € and & in the final slow
phase of the pointing task:

1 &
e = E¥
" Ni—K kgg‘ "

y 1 A y
s E = —— E .
" Ni—K, k:zl“(v | ”k‘

For healthy users, these errors originate from unperturbed sta-
ble dynamics and have to be smaller.

3.5 Physiological features

There are conventional parameters usually applied in the HCI
community to quantify any pointing motion: the time before
click, the average speed of pointing and percentage of pointing
motion (Soukoreff and MacKenzie, 2004).

The time before click 7; corresponds to the generic reaction of a
user: how much time is needed for him/her to activate a button
once the goal position is reached by the mouse pointer. An
additional lag can be present in the case of a disease. Since the
data are generated on an event-based acquisition in the system,
if the mouse is not moved or not activated, then there is no
measurement triple (7 , x;  yix), and the time 7; before click is
just the difference between the time stamps at the end:

T=tin —tin-—1.
The average speed a; of the pointing motion is calculated in 2D:

(0) + (21)

i = )

LN — il
and it does not take into account the curvature of the trajectory.

The last feature in this subsection is the percentage 67; of
pointing motion after the maximal speed:

Ti
O0T; = — where T; =arg sSup W;t = Wjmax
N; k=1,...N;

with wi g = 4 /xl%k +yﬁk, k=1,...,N; and w; max = DX Wik

The instant of the maximal velocity can be related with the
first stage of the ballistic motion, then the time of the pointing
task passed after the maximal velocity is related with the visual
corrective movement, whose length is usually augmented in the
case of PD users.

Visual
perception

Fig. 4. The dynamical pointing model structure (Aranovskiy
et al., 2019)

3.6 Pointing model

A dynamical model of the pointing motion was proposed in
Aranovskiy et al. (2019), whose identified parameters are ap-
plied as a feature here. The model Aranovskiy et al. (2019)
is a switched dynamic system, which characterizes the cursor
movements in indirect pointing tasks (e.g., using the computer
mouse for pointing). As in Miiller et al. (2017), there are two
distinct phases involved in the model: a ballistic movement
phase realized by a nonlinear model in Lurie form and a cor-
rective movement phase governed by a visual feedback linear
system. The switched nature of the model is originated by
commutation between these phases. The block scheme given
in Fig. 4 provides the pointing model structure. In this figure,
T,, is the desired mouse position (estimated by the user under
the reference value T), A,, denotes the acceleration, V,, is the
velocity and P, is the position of the mouse, G is the point-
ing transfer function (usually just a linear static or a sigmoid
function), V. and P. are the velocity and the position of the
cursor, Vper and Py, are the perceived velocity and position
of the cursor. Depending whether the pointing task is in the
ballistic phase or in the tracking phase, that makes the switch of
Ay, from Apg, 0 (not an immediate switch) or Ay, Following the
details given in Aranovskiy et al. (2019), for a linear function
G, the model in the final corrective phase can be reduced to a
second order dynamics:

03%; j + 01 Xik +Xi g = Xi N, 03Fik + O] Vik+Yik = Vi,
forallk=K,...,N;and i = 1,...,n, where K = min{K,,K,},
6y >0, 6 >0, 92y > (0 and Bly > 0 are the model parameters. It
is easy to see that for any positive values of these parameters,
x; x approaches asymptotically x; y.. In the presence of PD and
related tremor, the model may loose its stability and the iden-
tified values of 65, 65, 65 and 6] can change the sign, which
is used here for detection of the disease presence. Applying the
least square approach, the estimates Aé‘, éf‘, é% and éf of these
parameters can then be used as features.

3.7 Estimation of amplitude of oscillations

The tremor of PD patients usually appears in the slow final
phase of the motion, which can be approximately modeled as
follows:

Xik = Xp + aysin(0t;  + @) + iy,

Yik =Y +aysin(oti + ¢y) + Vzkv
for k=K,...,N; and i = 1,...,n, where x; and y, are the
constant (or quasi-constant, slowly varying in time) final states

in x and y (they converge or are equal to x;n;, and y;y,); ®
is the tremor frequency, ay, ay and ¢,, ¢, are the amplitudes
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and the phases of tremor oscillations, respectively; vj‘  and vly L
are bounded functions of time, which correspond to the model
errors, noises and uncertainties. The frequency is different
depending on type of tremor. Most common for Parkinsonian
tremor is rest tremor around 4 to 6 Hz, but can also contain
postural tremor and action tremor up to 12 Hz, although this
appears to be more rare (Deuschl et al., 2001). So @ can be
assumed to be known, and one of these values can be used.
The other quantities, e.g., xy, a, and @, for x;, can be taken
as uncertain constants and estimated online. In such a case, the
oscillation amplitudes a, and ay can be used for detection of the
disease presence. Let us explain, considering x; only, how we
can perform such an evaluation. To this end note that

Xik = X+ axsin(@1; ) sin(@x) + ax cos(@t; ;) cos(Px) + i
=0, M+ Vi
where

Xf
0, = [ axsin(@y) ]
axcos(Py)
represents the vector of unknown parameters, and

1
Mg = [sin(wt,-yk) ]
cos(t; k)

is the known regressor function, so the initial model is rep-
resented in the form of a linear regression. There is a large
number of methods providing the estimation éi’fk of parameters
0, in such a scenario, and the simplest gradient algorithm is a
solution (Sastry and Bodson, 1989):

6 = B+ mmit (=00 7). B =0,

where 9, > 0 is a tuning parameter. A drawback of this algo-
rithm is that it is impossible to accelerate the estimation error
convergence (Efimov and Fradkov, 2015). An approach to over-
come this shortage is to use the DREM method (Aranovskiy
et al., 2017) to decouple the estimation processes, and also to
use fixed-time estimators (Wang et al., 2019):

Ax Ax X x (Ax\T I+ax
01 = 0% + Nk (%t [x,»,k =% (07%) J

X (Ax\T I—o o
+Ye— [Xi,k—ni,k(ei,k) J

)’ 6i)fK =0,
where Y+, %— > 0 and o € [0, 1) are tuning parameters. Then
the average estimate of the amplitude of oscillations can be
computed as follows:

Ni N2 N2
a= Y \/(85),+(8%),
k=K ' ’
where (él"k) 5 and (élxk) \ are the second and the third compo-

(6:)% + (6,)2).

Remark 1. 1Tt is interesting to notice that some of the aforemen-
tioned features appear also in White et al. (2018), they are all
of type motor and not model-based as in Subsections 3.6 and
3.7. In that work, a table with 57 features from a web search
signal is presented, ordered according to their weight in their
learner classifier. Many of the quantifiers are characterized by
the specific experiment (involving queries, and so on). Some
of their motor features are similar to ours, namely Minimum
Cursor Y Coordinate with weight 0.247770 and rank 14, AVG
acceleration of mouse cursor (0.239814, 16), AVG velocity of

nents of the vector égfk (by construction, a, =

2000 T

E—
a0 pointing I
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Fig. 5. Number n of pointing tasks among all movements and
maximum of N; (i =1, ..., n) for users #1 to #18
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Fig. 6. The acceleration energy in the x coordinate for users #1
to #18

mouse cursor (0.232418, 18), AVG x-coordinate of mouse cur-
sor (left of page x is 0) (0.214955, 19), AVG velocity of mouse
cursor before click (0.208572,21), and other six corresponding
to their analogous feature (e.g. X coordinates, Maximum).

4. EXPERIMENTAL VALIDATION

Numerous sessions were recorded by each user. In this study,
the data from 8 healthy participants (age mean = 48.2, sd =
14.4, 2 female) and 10 PD patients (age mean = 62.8, sd =
12.1, 4 female) were examined. Among the PD patients, 1 was
diagnosed less than 5 years ago, 3 between 5 and 10 years ago,
3 between 10 and 15 years ago and 3 between 15 and 20 years
ago. In the experiment, a code number is attributed to each user.

To analyze the data, one computer session was chosen arbitrar-
ily for each user. As described in Section 2, the whole dataset
was segmented into pointing tasks.

In Fig. 5, the number n of pointing tasks is shown as well
the maximum size N; of the segments for all i = 1,...,n,
for all users 1,...,18 (so the y-axis shows unitless numbers).
The numbers in the x-axis are simplified version of the users
code numbers and do not correspond the actual codes in the
experimental setup. The first 8 users are healthy users (from 1
to 8), while the 10 last are PD patients (from 9 to 18).

All 16 dynamical features presented in Section 3 were com-
puted for each user. To illustrate the obtained results for one of
the features, in Fig. 6 it is shown the acceleration energy in the
x coordinate, as defined in (3.1). The x-axis represents all 18
users and the y-axis shows the numbers of pixels per ms?.

The final step was realized via a machine learning toolbox
from Matlab. The classification learner toolbox trains several
different models to classify a given dataset. This tool allowed
the investigation of the proposed features and provided a clas-
sification that separated healthy users from PD patients. This is
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Fig. 7. Scatter plot after training with two features components:
estimation of amplitude of oscillations in y (max) (3.7)
versus the average of acceleration energy iny (3.1)

the typical procedure to validate the design of the quantifiers
defined in Section 3. All computed features were then utilized
to analyze the data. The distinguished classes were determined
by the toolbox. At first, all features were used by the learner,
used with cross validation. Then a subsequent training with
Principal Component Analysis (PCA) followed. As a result,
after PCA, two features corresponded to 95% of the variance
and according to the Matlab tool, for the classifier Weighted
kNN the accuracy is 83.8%. The same accuracy percentage
was found by using another method such as the Bagged trees
classifier.> Note that without cross validation, the accuracy of
100% can be attained.

An example of classifying features is displayed in Fig. 7 with
two features components that separate well the two classes:
the red dots represent the healthy users and the blue dots
indicate PD patients. The axes show the feature estimation of
amplitude of oscillations in y (max) (3.7) versus the average
of acceleration energy in y (3.1). The obtained results show
that the selected features can be used for discrimination and
quantification of tremor presence in controls and Parkison’s
patients. The used database is sufficient for such a preliminary
conclusion, and further the authors will check the approach on
a bigger dataset. It is also worth to highlight the existence of
many complexities for collecting the data for users.

5. CONCLUSION

To analyze and detect tremor symptoms of PD patients, several
dynamical features originating from control theory and applied
to a HCI framework were defined in this paper. In particular,
a switched model for pointing tasks was utilized, as well as
the DREM method to estimate the amplitude of oscillations.
All features were defined for a signal produced by a computer
mouse providing the position of the cursor on the screen. To
validate our results, we used the raw data obtained by a specific
non-obstructive experimental setup employed on healthy sub-
jects and PD patients. A classification learning toolkit was de-
ployed resulting in a good accuracy percentage. The proposed
method can also be considered as a non-obstructive monitoring
of symptoms to optimize treatment for PD patients. In future
works, among other possibilities, an extended pointing model
involving different transfer functions will be evaluated.

2 Weighted kNN is an altered version of the k nearest neighbors, where a
judicious choice of the hyper-parameter & is made.
3 Tt consists of an ensemble of decision trees.
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