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Abstract: The inaccuracy of position and velocity controllers due to the vibration in the two-mass system in industrial robots cause devastating problems in both safety and productivity. To solve this problem, a method for tuning a cascade controller applied to two-mass systems based on Iterative Feedback Tuning (IFT) is proposed. The proposed new iterative feedback tuning method utilized a modified cost function to optimize the gains in a cascade control system and to address the complexity of the two-mass system due to higher-order dynamics. The performance of the proposed iterative feedback tuning method is verified through several simulations.
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1. INTRODUCTION

Most industrial robots have elastic elements, such as bearings and gears, and the elasticity from these elements can cause vibrations during the operation of the robot. This problem makes it difficult for the robot to achieve its desired position and velocity (Hillsley and Yurkovich (1993)). The inaccuracy position and velocity of industrial robots have devastating impacts on productivity, including product defects and production cycles. Hence, high precision on both position and velocity controllers is critical to industrial robots.

The cascade controller has two feedback loops to control the position and velocity of a robotic system. The outer control loop of the cascade structure receives the position data and then adjusts the set-point to be controlled by the inner control loop, while the inner control loop controls the set-point by receiving the velocity data. Therefore, the controllers of the inner and outer control loops need to be tuned separately, and it takes a lot of time and effort to optimize each of the two controllers.

Research on controller tuning has been classified into two categories in various literature. The first classification is the model-based method. The model-based controller utilizes the system model to generate control inputs that achieve the desired performance. The controller design is simplified because the model of the system is used for the controller design (Huang et al. (2005)). Although the model-based controller has these characteristics, various papers have described specific situations in which it is difficult to obtain the system model, and point out that additional time and procedures are required to obtain the system model (Pintelon et al. (1994)). In this respect, the data-driven method is proposed as an alternative method.

The data-based method is a model-free technique for tuning controllers by processing data from several experiments, such as virtual reference feedback tuning, correlation-based tuning, and iterative feedback tuning (IFT). Among these, IFT has been applied to motion controllers in various industrial applications such as semiconductor equipment and precision stages due to its flexibility to be used to various controllers. IFT updates the control parameter set to reduce performance-relevant cost function. By processing the data from a few experiments to obtain an unbiased gradient estimate, the gradient estimate is used to update a new set of control parameters every iteration. Since the gradient estimate has a direction of control performance change, changing the control parameter in the direction of the gradient estimate can update the control parameter set to minimize the cost function. This IFT method can also be applied to sophisticated controllers according to a specified set of control parameters.

The application of IFT to cascade controllers is presented in (Kissling et al. (2009)), however, this is not time efficient because the inner loop and outer loop controllers were tuned sequentially. To solve this problem, the method of tuning the controllers of the inner and outer control loops were studied at the same time, but the tuning freedom was reduced by simplifying the performance-relevant cost function (Tesch et al. (2016)).

In this paper, a novel IFT method of the cascade controller is proposed. Also, the proposed technique is applied to a two-mass system, shown in Fig. 1. Because these type of systems have higher-order dynamics, both the design of both position and velocity controllers becomes a challenging task Hu et al. (2014). However, the proposed tuning
2. POSITION AND VELOCITY OF TWO-MASS SYSTEM CASCADE CONTROLLER

The cascade controller of the two-mass system is shown in Fig. 2. Where \( P_y \) is the velocity output model of the system, \( r, y, \dot{y} \) are the desired position reference, measured position and measured velocity, respectively, and \( u \) and \( d_o \) are respectively the control effort and outer disturbance. The control objective of the cascade control is to minimize \( e = r - y \) and \( e_v = \dot{r} - \dot{y} \). Where \( \dot{r} \) is the derivative of the position command. Therefore, the outer control loop uses a proportional controller \( K_{pp} \) to minimize \( e \) and the inner control loop uses proportional \( K_p \) and integral \( K_i \) controllers to minimize \( e_v \). Therefore, the closed-loop transfer functions of the cascade control are

\[
\frac{y}{r} = \frac{K_{pp}K_pP_v(s)}{s^2 + (K_p s^2 + K_i s + K_{pp}K_i)P_v(s)} \tag{1}
\]

\[
\frac{y}{d_o} = \frac{1}{s^2 + (K_p s^2 + K_i s + K_{pp}K_i)P_v(s)} \tag{2}
\]

This cascade controller can be replaced with the equivalent controller two-degree-of-freedom (TDOF) cascade controller separately from controller \( C_r \) for command and controller \( C_y \) for the output data.

\[
u_e = C_r(\rho) r(t) - C_y(\rho) y(t) \tag{3}
\]

where \( C_r \) and \( C_y \) are controllers of the TDOF cascade control and are composed of the control parameters \( \rho = [K_y, K_i, K_{pos}] \). \( K_{pos} = K_{pp}K_i \) is replaced to eliminate between \( K_i \) and \( K_{pp} \). Therefore, the transfer function of TDOF cascade control \( C_r \) and \( C_y \) is as follows:

\[
C_r(\rho) = \frac{K_{pos}}{s} \tag{4}
\]

\[
C_y(\rho) = \frac{K_p s^2 + K_i s + K_{pos}}{s} \tag{5}
\]

\[
P_p(s) = \frac{P_u}{s} \tag{6}
\]

where \( P_p \) is the system location output model. As a result, Fig. 2 can be represented by TDOF cascade control which is an equivalent controller, and the block diagram is shown in Fig. 3. TDOF cascade control is the control structure used in the general IFT tuning method (Hjalmarsson et al. (1998)).

3. ITERATIVE FEEDBACK TUNING FOR CASCADE CONTROLLER

3.1 Overview of Iterative Feedback Tuning Method

Iterative feedback tuning is used to solve the cost function \( J(\rho) \) and \( H_2 \) optimization problem to obtain optimal control parameter \( \rho^* \).

\[
\rho^* = \arg \min_{\rho} J(\rho) \tag{7}
\]

where \( J(\rho) \) is a performance-relevant cost function designed for the purpose of cascade controllers. The proposed cascade control considers the control effort \( (u) \) of the servo system while effectively minimizing \( e \) and \( e_v \). Therefore, the performance-relevant cost function, which is proposed in this paper, is as follows:

\[
J(\rho) = \frac{1}{2N} [e^T e + \lambda_v e_v^T e_v + \lambda_u u^T u] \tag{8}
\]

where \( e = [e(1) \ldots e(N)]^T \), \( e_v = [e_v(1) \ldots e_v(N)]^T \), \( u = [u(1) \ldots u(N)]^T \) is respectively the position error, velocity error, and control effort. The data sampled signal as number of samples \( (N) \), and \( \lambda_v \) and \( \lambda_u \) are weights of velocity error and control effort, respectively.

\[
\lambda_v = \frac{\|u - r\|}{\|y - r\|} \tag{9}
\]

\[
\lambda_u = \lambda \tag{10}
\]

where the \( \lambda \) is a positive scalar. To solve (7), an appropriate \( \rho \) must be found for (8) that satisfies:

\[
0 = \frac{\partial J}{\partial \rho} = \frac{1}{N} \left[ \frac{\partial e^T}{\partial \rho} (\rho) e(\rho) + \lambda_v \frac{\partial e_v^T}{\partial \rho} (\rho) e_v(\rho) + \lambda_u \frac{\partial u}{\partial \rho} (\rho) u \right] \tag{11}
\]

If the gradient of the cost function, \( \frac{\partial J}{\partial \rho}(\rho) \), is obtained, the optimal control parameters can be found using the following iterative algorithm.

\[
\rho^{i+1} = \rho^i - \gamma^i R^i \frac{\partial J}{\partial \rho} (\rho) \tag{12}
\]

where \( \gamma^i \) is a positive real scalar that determines the step size, and \( R^i \) is an approximation of the Hessian.

\[
\gamma^i = \frac{\mu}{T} \tag{13}
\]

\[
R^i = \frac{1}{N} \frac{\partial J^T}{\partial \rho} (\rho) \frac{\partial J}{\partial \rho} (\rho) \tag{14}
\]
where $\mu$ is the initial step size. To obtain the optimal
set of control parameters using (12), the gradient of the
cost functions of (11) and (14) is calculated. In the
next subsection, the gradient of the cost function can be
introduced experimentally (Robbins and Monro (1951)).

3.2 Gradient of Cost Function

The control objective of the proposed cascade control
is divided into three-fold: 1) position tracking, 2) velocity
tracking, and 3) efficiency of control effort.

1) Position Tracking — $e(p)$ is the difference between
the expected output $y_d(p)$ from the command input $r$
and the output $y(p)$ in the closed loop.

$$
e(p) = T(p)r + S(p)d_o - y_d \tag{15}$$

where $T(p)$ and $S(p)$ are the complementary sensitivity
and sensitivity functions of the closed-loop, respectively, then

$$
T(p) = \frac{C_r(p)P_y(s)}{1 + C_y(p)P_y(s)} \tag{16}
$$

$$
S(p) = \frac{1}{1 + C_y(p)P_y(s)} \tag{17}
$$
yad = Tad(pr) \tag{18}

where $Tad(p)$ is the reference model. In order to obtain (11),
the derivative of $T(p)$ and $S(p)$ must be solved as follows:

$$
\frac{\partial}{\partial p}(p) = \frac{\partial T}{\partial p}(p)r + \frac{\partial S}{\partial p}(p)d_o \tag{19}
$$

where the derivatives of $T(p)$ and $S(p)$ are:

$$
\frac{\partial T}{\partial p}(p) = \frac{\partial C_r(p)P_y(s)}{1 + C_y(p)P_y(s)} - \frac{\partial C_r(p)}{\partial p}(p)\frac{2}{(1 + C_y(p)P_y(s))^2}
$$

$$
\frac{\partial S}{\partial p}(p) = -\frac{P_y(\partial C_r(p))}{(1 + C_y(p)P_y(s))^2} = \frac{1}{C_r(p)\frac{\partial C_r(p)}{\partial p}(T(p)S(p)) \tag{20}
$$

Here, (19) is rearranged using (20) and (21) as follows.

$$
\frac{\partial e}{\partial p}(p) = \frac{1}{C_r(p)} \left[ \frac{\partial C_r}{\partial p}(p) T(p)r + \frac{\partial C_r}{\partial p}(p) T(p)(r - y) \right] \tag{22}
$$

where $C_r, \frac{\partial C_r}{\partial p}, \frac{\partial C_r}{\partial p}$ can be calculated mathematically
using (4) and (5). Therefore, only $T(p)r$ and $T(p)(r - y)$ are the unknown terms. These unknown terms can
be obtained using the following sets of data from three
different experiments.

$$
r_1^i = r,
$$

$$
y_1(p)^i = T(p)r + S(p)d_{01}^i, \tag{23}
$$

$$
r_2^i = r - y_1^j(p)^i = e,
$$

$$
y_2(p)^i = T(p) + S(p)d_{02}^i \tag{24}
$$

$$
r_3^i = r,
$$

$$
y_3(p)^i = T(p)r + S(p)d_{03}^i \tag{25}
$$

where the subscript is the number of experiments and superscript is the number of iteration. If $d_0$ is zero mean,
the unknown terms can be obtained by $y_2$ and $y_3$. So (22) can be obtained as:

$$
\frac{\partial e}{\partial p}(p) = \frac{1}{C_r(p)} \left[ \frac{\partial C_r}{\partial p} - \frac{\partial C_y}{\partial p} y_1(p) + \frac{\partial C_y}{\partial p} y_2(p) \right] \tag{26}
$$

2) Velocity Tracking — $e_v(p)$ is the error of the inner
control loop and can be expressed as follows:

$$
e_v(p) = T(p)r + S(p)d_{0v} - y_{dv} \tag{27}
$$

$$
\frac{\partial e_v}{\partial p}(p) = \frac{1}{C_r(p)} \left[ \frac{\partial C_r}{\partial p} - \frac{\partial C_y}{\partial p} y_3(p) + \frac{\partial C_y}{\partial p} y_2(p) \right] \tag{29}
$$

3) Efficiency of Control Effort — The closed-loop signal of the control effort is as follows:

$$
u(p) = S(p)[C_r(p)\mu_{e} - C_y(p)d_o] \tag{30}
$$

$$
\frac{\partial e_v}{\partial p}(p) = \frac{1}{C_r(p)} \left[ \frac{\partial C_r}{\partial p} S(p)r + \frac{\partial C_y}{\partial p} S(p)(r - y) \right] \tag{31}
$$

Here, $u(t)$ is obtained by the command used in the experiment of (23)~(25) is as follows:

$$
u_1^i = C_r(p)S(p)r - C_y(p)S(p)d_{1}^i \tag{32}
$$

$$
u_2^i = C_r(p)S(p)r - C_y(p)S(p)d_{2}^i \tag{33}
$$

$$
u_3^i = C_r(p)S(p)r - C_y(p)S(p)d_{3}^i \tag{34}
$$

(31) can be rewritten with $u$ obtained from (32) (34).

$$
\frac{\partial e_v}{\partial p}(p) = \frac{1}{C_r(p)} \left[ \frac{\partial C_r}{\partial p} u_3(p) + \frac{\partial C_y}{\partial p} u_2(p) \right] \tag{35}
$$

4. EVALUATION OF THE PROPOSED METHOD
WITH SIMULATION

4.1 Description of Dynamics of Two-mass System

In this paper, the iterative feedback tuning of the developed cascade control is applied to a two-mass system as shown in Fig. 1. $u$ and $F_{ext}$ are control effort and external disturbance in Fig. 4, respectively, and $\theta_m, \theta_s$ and $\theta_l$ are the angular velocity of the motor, spring and load,
respectively. $P_m$, $P_s$ and $P_l$ are the dynamic models of the motor, spring, and load, respectively.

$$P_m(s) = \frac{1}{J_m s + B_m} = \frac{1}{2.5 \cdot 10^{-5} s + 2.84 \cdot 10^{-5}}$$

$$P_s(s) = \frac{1}{K_s} = \frac{1}{1.80}$$

$$P_l(s) = \frac{1}{J_l s + B_l} = \frac{1}{2.17 \cdot 10^{-5} s + 7.50 \cdot 10^{-5}}$$

As aforementioned, there is an accuracy problem in both position and velocity controllers because of the flexible link, which is described by $P_l(s)$. This flexibility of the link causes oscillations when the motor is transmitting force to the load. The effect of flexibility is also shown in the transfer function from the motor torque to the motor angular velocity:

$$P(s) = \frac{P_m(P_s + P_l)}{P_s + P_m + P_l} = \frac{s^2 + 5.53s + 76600}{2.5 \cdot 10^{-5} s^3 + 9.87 \cdot 10^{-4} s^2 + 3.56s + 6.40}$$

In this transfer function, the resonance is at 63 Hz, and the antiresonance is at 46 Hz, which makes the tuning of the controller difficult. In the next subsection, the proposed iterative feedback tuning of the proposed cascade control is verified by simulation.

### 4.2 Simulation with Different Cases of Cost Functions

The purpose of the proposed cascade control is to minimize the positional and velocity errors of the system. For this purpose, the cost function of the developed iterative feedback tuning method is designed to include position error, velocity error and control effort.

The effect of the inclusion of the velocity error in the cost function is demonstrated. The initial control parameter ($\rho^1 = [0.01\ 0.1\ 40]$) and the weight of control effort ($\lambda_u^1 = 0.01$) are set to be equal and then compared according to the following case (C1 is case number 1, and C2 is case number 2).

- **C1** — the cost function of the new iterative feedback tuning method is the same as (8) and the initial step size ($\mu_{C1}$) is set to 17.
- **C2** — the weight of velocity error ($\lambda_u$) is set to 0 to eliminate the velocity error in the cost function. Therefore, the cost function and cost function derivative under C2 are given as

$$J(\rho) = \frac{1}{2N}[e^T e + \lambda_u u^T u]$$

$$\frac{\partial J}{\partial \rho}(\rho) = \frac{1}{N} \left[ \frac{\partial e^T}{\partial \rho} e(\rho) + \lambda_u \frac{\partial u}{\partial \rho}(\rho) u \right]$$

Note that $\mu_{C2}$ is set to 7.

The reason why $\mu$ is different in C1 and C2 is that the aspect of parameter convergence changes rapidly depending on the value of $\mu$ in C2. Although the $\mu$ of C1 is greater than that of C2, it can be seen that the control gain changes more rapidly in C2.

The results, which is shown in Fig. 5 and Fig. 6 show that the vibration remains in C2 after 30 times of iteration because the control gains in Fig. 7 were not updated in balance under C2. In particular, the $K_{pp}$ increased sharply and did not settle even in the above 15 of iteration. However, the cost function of C2 is lower than C1 in Fig. 8 because it does not include velocity error.
Fig. 8. Cost function reduction from iteration 1 to 30 with $C_1$ and $C_2$.

1.3 ... to the model change of the two-mass system.

$C_4 = 2 \cdot J_m$ in (39) reduces the resonance frequency and DC gain.

Fig. 9. Position control performance comparison according to $C_1$ and $C_3$.

Fig. 10. Velocity control performance comparison according to $C_1$ and $C_3$.

Fig. 11. Parameter convergence diagram with $C_1$ and $C_3$.

4.3 Simulation with Different Initial Values

Here, simulations are performed to verify that the proposed iterative feedback tuning algorithm drives the control parameter to converge to the optimal parameter. The initial control parameters in $C_3$ are set to 95% of the optimal control parameters obtained from $C_1$ and then the $C_1$ and $C_3$ —the value of 95% of the optimal control parameter obtained from $C_1$ is $\mu^1 = [0.00585 0.473 135.3]$ and step size to $\mu_{C_3} = 40$.

Since the initial values of $C_1$ and $C_3$ are different, the results of Fig. 9 and Fig. 10 show that the initial data of $C_1$ has errors and vibrations. But after 30 times in both $C_1$ and $C_3$, Fig. 9 and Fig. 10 show similar performance, because the control parameters converged to the optimal point in both $C_1$ and $C_3$ as shown in Fig. 11. Since the initial control parameter of $C_1$ is set to a different value from the optimal parameter, these caused a drastic change in the cost function as shown in Fig. 12. However, control parameters in $C_3$ did not change significantly, so the cost function of $C_3$ was modest.

4.4 Simulation with Different Model Parameter

Here, the proposed IFT is verified to be applicable to various system models. Because iterative feedback tuning algorithm is a model-free method, it should be applicable regardless of any model change. For this, the two-mass system model was changed according to $C_1$ and additional cases below. Fig. 13 is the frequency characteristic according to the model change of the two-mass system.

$C_4 = J_m^* = 2 \cdot J_m$ in (39) reduces the resonance frequency and DC gain.
This paper has proposed a novel iterative feedback tuning method of cascade control. Since the cascade control aims to control both position and velocity simultaneously, the cost function of the proposed iterative feedback tuning method includes the position and velocity errors. By analyzing the frequency characteristics of the system, the resonance and anti-resonance frequencies have been considered in the IFT. In the verification using three different kinds of simulations with different conditions, the proposed method optimally tunes the position and velocity controllers of cascade controls applied to two-mass systems.
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