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Abstract: Electrical impedance tomography (EIT) technology is an image reconstruction technique based 

on the difference of electrical characteristics inside the measurement domain.  The EIT is used in industrial 

applications such as gas distribution detection and mean gas void fraction estimation of two-phase flow in 

pipes. The most challenging in EIT is to solve nonlinear and ill-posed inverse problems. In the present 

study, the inverse problem is solved using an artificial neural network (ANN). ANN is trained using current 

vector i measured by voltage-current (VC) system. As a result, the proposed ANN shows a highly accurate 

image reconstruction as compared with the conventional method such as linear approximation and versatile 

applicability.  
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1. INTRODUCTION 

Two-phase flow is generally common in various industrial 

equipment. A typical example is a flow in the core of a boiling 

water reactor, flow in the steam generator of pressurized water 

reactor, and flow in the evaporator tubes of thermal and 

industrial boilers. Imaging the fluid profile of two-phase flow 

in these industrial processes is essential for appropriate 

equipment control and safe equipment design in industrial 

plants as well as an in-depth analysis of fluid dynamics (Jeon, 

Do, Kawashima, and Takei, 2019). 

As an imaging method, electrical impedance tomography 

(EIT) whose principal relies on taking advantage of the 

difference in the electrical properties of the two phases 

(Yorkey, Webster, and Tompkins, 1987) is proposed.  In EIT, 

the current is injected into the measurement domain from 

electrodes in contact with the surface of the measurement 

domain, and voltage is measured (Liu, Jia, Zhang, and Yang, 

2018). The image reconstruction in EIT consists of two 

problems: a forward problem and an inverse problem (Yao, 

and Takei, 2017). The forward problem means the calculation 

of voltage response under the boundary condition and the 

conductivity distribution in the measurement domain. The 

inverse problem means mapping of the cross-sectional 

conductivity distribution in the measurement domain based on 

the voltage. Since the inverse problem is nonlinear and ill-

posed, it is challenging to obtain a unique optimal solution.  

Previously, the inverse problem is solved by linear 

approximation using a domain-specific sensitivity matrix, 

although, they only offer poor accuracy solutions at low speed. 

Furthermore, even slight noises contained in the measured 

voltage greatly affect the mapping of the cross-sectional 

conductivity distribution. 

In order to solve the inverse problem with high accuracy, an 

artificial neural network (ANN) is proposed as an alternative 

method, which is suitable for processing nonlinear problems 

(Wang, G., 2016) and has high robustness and less affected by 

noises. However, few reports are available on the versatile 

applicability and spatial resolution of ANN. This present study 

evaluates the versatile applicability and spatial resolution of 

the proposed imaging method using EIT and ANN.  

2. THEORY 

2.1 VC system 

A voltage injected and current measured (VC) system was 

developed by Henderson and Webster (Henderson, and 

Webster, 1978). Current vector 𝒊 is measured by VC system as 

described in (Kim et al., 2014) 

 
𝒊 =  [𝑖1,2, 𝑖1,3, ⋯ , 𝑖1,𝐿 , 𝑖2,1 ⋯ , 𝑖𝑘,𝑙 , ⋯ , 𝑖𝐾,𝐿−1]   

𝒊ϵℝ𝐾(𝐿−1), 𝑘 ≠ 𝑙      (1) 

 

where k (1, 2, ⋯, K) is the electrode number injected voltage, 

l (1, 2, ⋯, L) is the electrode number measured current, ik,l is 

the current scalar measured at the lth electrode when the kth 

electrode injected voltage vk. Compared to the CV system 

commonly used in EIT (which measures voltage by injecting 

current), the VC system has the advantage of higher time 

resolution and simple hardware structure. Therefore, it is su
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Table 1  Experimental condition 

itable for observation of high-speed transient processes and 

useful for acquiring electrical characteristics of two-phase 

flow in industrial processes. 

2.2 Proposed Artificial Neural Network Model 

The forward propagation in the proposed ANN is composed of 

an input layer, a hidden layer consisting of three layers of M 

rectified linear units ReLUs (Hahnloser, Sarpeshkar, 

Mahowald, Douglas, Seung, 2000), and an output layer. 

Firstly, the current vector i  is passed from the input layer to 

the hidden layer. Secondly, each ReLU creates an output scalar 

based on i. Thirdly, M output scalars are passed to the output 

layer. Finally, the value of each image pixel is calculated by a 

linear function in the output layer. The backpropagation is 

performed using Nesterov accelerated adaptive moment 

estimation Nadam (Dozat, T., 2016). Furthermore, mini-batch 

training (Li, Zhang, Chen, and Smola, 2014), batch 

normalization (Ioffe, and Szegedy, 2015), early stopping 

(Prechelt, 1998), and dropout (Srivastava, Hinton, Krizhevsky, 

Sutskever, and Salakhutdinov, 2014) are used for the training 

efficiency improvement. 

3. EXPERIMENT 

In order to obtain the current vector i, an electrode sensor with 

8 electrodes was filled with liquid and one to three 

polyethylene rods were randomly arranged in it. As the train 

data in ANN, i was measured under 660 types of arrangement. 

As the test data, i was measured under different arrangements 

from that in train data. Also, i obtained under the arrangement 

of four polyethylene rods was measured in order to evaluate 

the versatile applicability of the proposed method. Table 1 

shows experimental conditions in i measurement. 

4. RESULTS 

In addition to the proposed method, the inverse problem is 

solved using an algorism for linear approximation: one-step 

Gauss-Newton GN for comparison. Images from the one-step 

GN is binarized. Figure.1 shows the comparison of 

reconstructed images with one, two, and three polyethylene 

rods. Figure.1(a) shows true images. Figure.1(b) shows the 

reconstructed images using the one-step GN. Figure.1(c) 

shows the reconstructed images using the proposed ANN. For 

quantitative image accuracy evaluation, the structural 

similarity SSIM index (Wang, Bovik, Sheikh, and Simoncelli, 

2004) between two image pixels x, y is calculated  

 

Fig. 1.  Comparison of reconstructed images. 

SSIM = 
(2𝜇𝑥𝜇𝑦+𝑐1)(2𝜎𝑥𝑦+𝑐2)

(𝜇𝑥
2+𝜇𝑦

2+𝑐1)(𝜎𝑥
2+𝜎𝑦

2+𝑐2)
  (2) 

where 𝜇 is the average, 𝜎 is the variance, 𝜎𝑥𝑦 is the covariance 

of x and y. 𝑐1(= 6.5025) and 𝑐2 (= 58.5225) are set by default. 

The average SSIM in Fig.1(b) and Fig.1(c) are 0.65 and 0.80, 

respectively. Figure 2 shows images at four polyethylene rods. 

The left side in Fig.2 is the true image and the right side is the 

reconstructed image by the proposed ANN. Although the train 

data does not include the current vector i under four 

polyethylene rods, it is qualitatively found that the position can 

be imaged even with four rods; namely, Image reconstruction 

using the proposed ANN has versatile applicability. 
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