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Abstract: In this paper, we propose an optimization framework for the resource and network
management in large-scale satellite communications (SATCOM) systems with stochastic and
time-varying communication requests. Because further expansions of SATCOM systems are
expected in the near future, it is of practical importance to develop management methodologies
for efficiently and robustly operating large-scale SATCOM systems. To address this problem,
in this paper, we formulate a SATCOM network optimization problem within the framework
of the chance-constrained model predictive control. In this problem, we require that a joint
chance constraint on the bandwidth loss rate is satisfied with a user-specified performance and
probability. Because the joint chance constraint is nonlinear in design variables, we relax the
constraint to a linear deterministic one for reformulating the original problem into a relaxed
deterministic problem. We numerically verify that the proposed method outperforms a baseline
methodology and therefore allows us to efficiently manage large-scale SATCOM systems.

Keywords: Satellite communications, Communication control applications, Communication
networks, Resource and network management, Predictive control, Stochastic programming

1. INTRODUCTION

We have seen a massive expansion of satellite communi-
cations (SATCOM) systems over the past decades (del
Portillo et al., 2019). This is because SATCOM systems
have been required to provide increasingly larger capacity
of communication and to meet various novel types of
communication needs arising from the Internet of Things
(IoT) (Akyildiz and Kak, 2019). Therefore, several com-
panies have begun constructing SATCOM systems which
consist of hundreds of thousands of communication satel-
lites (Liu et al., 2018). Equipped with such a massive
number of satellites, large-scale SATCOM systems can
cover land, sea, and air globally and, therefore, provide
broadband communication links for a large number of
users. However, there is a lack of effective methodologies
for the efficient management of large-scale SATCOM sys-
tems.

Two major difficulties are present in the management
of large-scale SATCOM systems. The first one is the
heterogeneity of components in SATCOM systems. For
example, large-scale SATCOM systems contain satellites
having different sizes (e.g., large, small, or nano), orbits
(e.g., geostationary or non-geostationary earth orbit (GEO
or NGEO)), and frequency (e.g., Ku-band, Ka-band, or
optical) (Liu et al., 2018). Furthermore, the spatially dis-

tributed users may have qualitatively different communi-
cation requests depending on their specific communication
needs such as mobile, emergency, and IoT communica-
tions. Therefore, the operator of the SATCOM systems
has to construct a network with a large number of different
types of system components.

The second difficulty is the time-variability and stochas-
ticity of communication requests from users. In general,
communication requests arising in SATCOM systems vary
in time (Vasavada et al., 2016). A part of requests changes
deterministically and can be estimated; for example, the
requests of mobile communications from aircrafts can be
roughly estimated by using their trajectories. However, the
other part of the requests changes stochastically due to
other unknown reasons and behaves like a non-stationary
process (Bacco et al., 2018; Donner et al., 2010). Therefore,
it is not trivial to estimate the stochastic part of the
future behavior of the change. For these reasons, the SAT-
COM operator should allocate communication bandwidth
resources to each user by combining a predictive approach
to the deterministic change and a robust approach to the
stochastic change.

In this paper, we study a resource and network manage-
ment methodology for the large-scale SATCOM systems
to address the aforementioned two difficulties. Stochas-
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tic and time-varying requests of users are modeled by
an auto-regressive integrated moving-average (ARIMA)
model, which enables us to represent a wide class of
non-stationary stochastic processes (Box et al., 2015).
We specifically formulate a network optimization prob-
lem using a chance-constrained model predictive control
(CC-MPC) approach (Nemirovski and Shapiro, 2006; Ma-
ciejowski, 2000) to design a time-varying SATCOM net-
work capable of dealing with communication requests
stochastically arriving from users. Because the non-
linearity of the chance constraint prevents us from effi-
ciently solving the network optimization problem, we per-
form a relaxation of the constraint to a linear deterministic
one which in turn allows us to efficiently solve the network
optimization problem sub-optimally. As a result of solving
the optimization problem, the SATCOM operator obtains
a desired set of resource allocation and network struc-
ture that is robust to the stochasticity of user requests.
We finally demonstrate the effectiveness of the proposed
method by numerical simulations.

Notation: The symbol k denotes the discrete time. The
symbols R,Rn,Rn×m and {0, 1}n×m denote sets of real
numbers, n-dimensional real vectors, n×m real matrices,
and n×m binary matrices, respectively.

2. SYSTEM MODEL

In this section, we describe our model of the large-scale
SATCOM systems.

2.1 Large-Scale SATCOM Systems

Figure 1 shows the large-scale SATCOM systems that
we study in this paper. User terminals (users) such as
aircraft and ships request communication links to com-
munication satellites; and the satellites provide the links
for the users. Communication data from the users are
aggregated in the satellites and sent to gateway stations
(gateways), which are connected to the ground network. If
some satellites cannot directly send communication data
to the gateways due to bandwidth limitations, the satel-
lites are allowed to communicate with another satellite
to reroute the data. Communication links between user-
satellite, satellite-satellite, and satellite-gateway are called
user links, inter-satellite links, and feeder links, respec-
tively. In this paper, we assume that the user links and the
feeder links are bidirectional and the inter-satellite links
are directional. A SATCOM operator is expected to design
a network of user links, inter-satellite links, and feeder
links flexibly to meet the users communication requests by
managing the large number of the satellites and gateways.
We collectively call the user link, inter-satellite link, and
feeder link network as a SATCOM network.

Let NU, NS, and NG be the number of users, satellites,
and gateways in the large-scale SATCOM systems, respec-
tively. We denote index sets of the users, satellites, and
gateways as NU = {1, 2, . . . , NU}, NS = {1, 2, . . . , NS},
and NG = {1, 2, . . . , NG}, respectively.
For the SATCOM network, some communication links are
not realizable due to physical restrictions. To describe the
sets of the feasible links, we define sets of connectable pairs
of components candidates at time k as

SATCOM 
operator

User link networkFeeder link network

Ground
network

Communication satellites

User terminalsGateway stations

Inter-satellite link 
network

Fig. 1. Schematic of the large-scale SATCOM systems.

C̄k := {(i, j) ∈ NU ×NS | i-th user and j-th satellite

can be connected at time k.},
H̄k := {(j1, j2) ∈ NS ×NS | j1-th and j2-th satellites

can be connected at time k.},
Ēk := {(j, ℓ) ∈ NS ×NG | j-th satellite and ℓ-th gateway

can be connected at time k.}.
These sets change over time due to time-variability in
the satellite position and the propagation environment.
For example, NGEO satellites rotate around the earth
periodically on prescribed orbits and users cannot connect
to the invisible NGEO satellites. We suppose that the
SATCOM operator can obtain these sets restrictions (i.e.,
the sets C̄k, H̄k, and Ēk) in advance.

2.2 Stochastic Time-Varying Communication Requests

For each time k ≥ 0, each user can send a communication
request to satellites. The amount of the communication re-
quest from the i-th user is denoted by dik ≥ 0. As described
in Section 1, the stochastic and time-varying requests of
the SATCOM system behave like non-stationary stochas-
tic processes. Thus, the dynamics of the i-th user request
is modeled using an auto-regressive integrated moving-
average (ARIMA) model, which enables the representation
of non-stationary stochastic processes Box et al. (2015).
The ARIMA model of order (ni, ri,mi) is represented by

ϕi(B)dik+1 = θi(B)wi
k + diconst., (1)

where wi
k ∈ R is an i.i.d. (independent and identically

distributed) Gaussian random variable with distribution
N (µi, σ

2
i ), diconst. ∈ R is a constant value, B is the

backshift operator that works as Bndk = dk−n, and
ϕi(B) := (1 −

∑ni

j=1 ϕjB
j)(1 − B)ri and θi(B) := 1 −∑mi

j=1 θjB
j . Here, the model in Eq. (1) is rewritten as

dik+1 = ϕ̃i(B)dik + θi(B)wi
k + diconst., (2)

where ϕ̃i(B) represents a coefficient function only for the
past value of dik.

The future value of the requests can be predicted by
utilizing the dynamical model in (2) and calculating a
linear sum of the time series of the past requests.

3. RESOURCE ALLOCATION AND NETWORK
DESIGN PROBLEM: CC-MPC APPROACH

In this section, we formulate an optimization problem
to obtain the optimal resource allocation and network
structure based on the CC-MPC approach.
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Fig. 2. Notations of the resource allocation and network
structure in large-scale SATCOM systems.

3.1 Design Variables of SATCOM Operator

In this subsection, we define design variables of SATCOM
network structure that the SATCOM operator plans to
design. Notations appeared in this subsection are summa-
rized in Fig. 2.

In our problem formulation, we assume that the operator
of the SATCOM network can design the following two
types of variables; 1) the connectivity between components
(i.e., users, satellites, and gateways) and 2) the amount
of data flowing over the connections. To represent the
connectivities, we use the following three types of network
connection matrices:

• The matrix of the bidirectional user link network at
time k is denoted by Ck = [cj,ik ]j,i ∈ {0, 1}NS×NU . An
entry of Ck is represented by

cj,ik :=

{
1, if i-th user and j-th satellite are connected,

0, otherwise.

• The matrix of the directional inter-satellite link net-
work at time k is denoted by Hk = [hj1,j2

k ]j1,j2 ∈
{0, 1}NS×NS . An entry of Hk is represented by

hj2,j1
k :=


1, if there exists inter-satellite link

from j1-th satellite to j2-th satellite,

0, otherwise.

If there is no inter-satellite links,Hk = On holds, where
On denotes the n× n zero matrix.

• The matrix of the bidirectional feeder link network at
time k is denoted by Ek = [eℓ,jk ]ℓ,j ∈ {0, 1}NG×NS . An
entry of Ek is represented by

eℓ,jk :=


1, if j-th satellite and

ℓ-th gateway are connected,

0, otherwise.

By using these matrices, let Ck,Hk, and Ek denote sets
of the connected pairs in each network defined as Ck :=
{(i, j) ∈ C̄k | cj,ik = 1},Hk := {(j1, j2) ∈ H̄k | hj2,j1

k = 1},
and Ek := {(j, ℓ) ∈ Ēk | eℓ,jk = 1}, respectively.
In this paper, we assume that users can connect with up
to one satellite in the user links and satellites can connect
with up to one gateway in the feeder links, while satellites
are allowed to connect with another multiple satellites in

the inter-satellite links. These assumptions imply that the
following constraints hold:∑

j:(i,j)∈C̄k
cj,ik ∈ {0, 1}, ∀i ∈ NU, (3a)∑

ℓ:(j,ℓ)∈Ēk
eℓ,jk ∈ {0, 1}, ∀j ∈ NS. (3b)

We next describe the amount of data flowing over the
connections. The amount of bandwidth that the operator
plans to allocate to i-th user at time k is denoted by

xi
k ≥ 0, ∀i ∈ NU. (4)

For the NU users, the allocated bandwidth can be written
in a vector form as xk = [ x1

k x2
k · · · xNU

k ]⊤ ∈ RNU .
We assume that, at each time k ≥ 0, the operator can
either increase or decrease the bandwidth of users by uk.
Therefore, the dynamics of the resource allocation is given
by the following discrete-time linear system:

xk+1 = xk + uk, (5)

where uk ∈ RNU is the control input applied at time k.

The communication data from the users flow in the com-
munication links by utilizing the allocated bandwidth. For

the user links and the feeder links, let yj,ik and zℓ,jk denote
the amount of the flow in each link between i-th user and
j-th satellite and that between j-th satellite and ℓ-th gate-
way at time k, respectively. For the inter-satellite links, the
amount of the flow from j1-th satellite to j2-th satellite is
represented by vj2,j1k . We then define the following data

flow matrices: Yk := [yj,ik ]j,i ∈ RNS×NU ,Zk := [zℓ,jk ]ℓ,j ∈
RNG×NS , and Vk := [vj2,j1k ]j2,j1 ∈ RNS×NS .

We require that the following capacity constraints for the
user links and the feeder links hold:∑

i:(i,j)∈Ck
yj,ik ≤ Bj

S, ∀j ∈ NS, (6a)∑
j:(j,ℓ)∈Ek

zℓ,jk ≤ Bℓ
G, ∀ℓ ∈ NG, (6b)

where Bj
S and Bk

G represent the maximum bandwidths of
j-th satellite and ℓ-th gateway, respectively. Furthermore,
the sum of in- and out-flow in each inter-satellite link must
satisfy

vj,ink + vj,outk ≤ Bj
ISL, ∀j ∈ NS, (7)

where vj,ink and vj,outk represent the in- and out-flow of j-th
satellite with respect to the inter-satellite links defined by

vj,ink :=
∑

j1:(j1,j)∈Hk

j1 ̸=j

vj,j1k , vj,outk :=
∑

j2:(j,j2)∈Hk

j2 ̸=j

vj2,jk ,

and Bj
ISL represents the maximum processing bandwidth

that can be used for the inter-satellite links in j-th satellite.

To ensure full and efficient use of resources, the SATCOM
network is designed to conserve the in- and out-flow of each
link. Thus, we require that the following conservation laws
hold true:

xi
k =

∑
j:(i,j)∈Ck

yj,ik , ∀i ∈ NU, (8a)

vj,ink +
∑

i:(i,j)∈Ck
yj,ik = vj,outk +

∑
ℓ:(j,ℓ)∈Ek

zℓ,jk , ∀j ∈ NS.

(8b)

3.2 Chance Constraint of Bandwidth Loss Rate

In this subsection, a chance constraint on bandwidth loss
rate is described. The bandwidth loss rate of the i-th user
at time k is defined as bik := max(0, (dik − xi

k)/d
i
k). The
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event that represents the bandwidth loss rate remaining
below a threshold level βi

k ∈ [0, 1] is defined as

Bi
k := {ω ∈ Ω | bik ≤ βi

k}, (9)

where ω denotes a sample from a sample space Ω.

What is crucial for the reliable operation of the SATCOM
network experiencing the stochastic and time-varying re-
quests is to ensure that the event in (9) is achieved for
all the users at all times with a certain reliability level.
We formulate this requirement as the joint chance con-
straint (Kall and Wallace, 1995) given by

Pr
[∩

τ∈Tp
Bi,k+τ

]
≥ 1−∆i, ∀i ∈ NU, (10)

where Tp is the prediction horizon, Tp = {1, 2, . . . , Tp}
is a set of the finite-time horizon, and ∆i ∈ (0, 1] is the
reliability level of the i-th user.

3.3 Cost Function

In practical SATCOM systems, the number of satellite
handovers should be reduced because the handover is
one of the burdens for both the SATCOM operator and
the users. Thus, we introduce the following performance
indices defined by

JC,k :=
∑

i∈NU

∑
j∈NS

|cj,ik − cj,ik−1|, (11a)

JH,k :=
∑

j1,j2∈NS
|hj2,j1

k − hj2,j1
k−1 |, (11b)

JE,k :=
∑

j∈NS

∑
ℓ∈NG

|eℓ,jk − eℓ,jk−1|, (11c)

on k ≥ 2. These indices directly represent the number of
pairs that change the connection in the SATCOM network.
Because the indices in (11) are defined on k ≥ 2, we
replace the indices with the total of the bandwidth loss
rate:

∑
i∈NU

bik at time k = 1.

Combining the aforementioned factors, we define the cost
function at time k as

Jk :=

{∑
i∈NU

bik, k = 1,

wCJC,k + wHJH,k + wEJE,k, k ≥ 2,
(12)

where wC ≥ 0, wH ≥ 0, and wE ≥ 0 are the weights. The
SATCOM operator designs these weights according to the
management strategy.

3.4 Optimization Problem

We formulate a SATCOM network optimization problem
based on the CC-MPC approach. Adopting the MPC ap-
proach, we can optimize the SATCOM network while es-
timating future requests of the users by using the ARIMA
model in (2). To calculate the future requests of the
users, we require the time series of the past requests
{dik−τ}0≤τ≤niri−1, where ni and ri are the orders of the
ARIMA model.

We can obtain the resource allocation and network struc-
ture of the large-scale SATCOM systems by solving the
following network optimization problem at every time k.

Problem 1. (CC Network Optimization Problem).

For given NU, NS, NG, B
j
S, B

j
ISL, B

ℓ
G, the time series of

past requests {dik−τ}0≤τ≤niri−1, the future values of

{C̄k+τ , H̄k+τ , Ēk+τ , d
i
k+τ}τ∈Tp

, and the ARIMA model in
(2), solve

minimize
{Ck+τ ,Hk+τ ,Ek+τ ,Yk+τ ,
Vk+τ ,Zk+τ ,uk+τ−1}τ∈Tp

∑
τ∈Tp

Jk+τ

subject to (3)− (8), (10), ∀τ ∈ Tp, i ∈ NU

Problem 1 is a mixed integer and nonlinear programming
problem because Ck,Hk, and Ek are the binary matrices
and the joint chance constraint in (10) is the nonlinear
constraint. The SATCOM operator solves Problem 1 at
every time k to obtain the optimal resource allocation
and network structure. Using this result, the operator
manages and controls the satellites and gateways to meet
the stochastic and time-varying user requests.

4. REDUCTION TO DETERMINISTIC
OPTIMIZATION PROBLEM

To solve Problem 1 efficiently, the joint chance constraint
in (10) is reduced to the deterministic one through the
following two stages: (Stage 1) relaxing the joint chance
constraint to the individual one and (Stage 2) reducing
the individual chance constraint to the deterministic one.

4.1 Stage 1: Relaxing Joint Chance Constraint

The following lemma holds for the joint chance constraint.

Lemma 1. The joint chance constraint in (10) holds if
there exists δik+τ (τ ∈ Tp) such that

Pr
[
Bi

k+τ

]
≥ 1− δik+τ , (13)∑

τ∈Tp
δik+τ ≤ ∆i, δik+τ ≥ 0, (14)

hold for all τ ∈ Tp and i ∈ NU.

The proof of Lemma 1 is omitted here (see, e.g., Ne-
mirovski and Shapiro (2006)).

Lemma 1 means that the joint chance constraint is divided
into Tp individual chance constraints. Thus, the equations
in (14) can be regarded as the reliability level ∆i allocated
to each prediction horizon as

∑
τ∈Tp

δik+τ .

4.2 Stage 2: Reducing Chance Constraint

In the next stage, we reduce the chance constraint in (13)
to the deterministic one.

For simplicity of notation, the time horizon index τ is
neglected at first. By applying the model in (2) and
βi
k ≥ 0, the inequality bik ≤ βi

k is transformed as w̄i
k−1 +

ϕ̃i(B)dik−1+diconst. ≤ xi
k/(1−βi

k), where w̄
i
k := θi(B)wi

k =

(1 −
∑mi

j=1 θjB
j)wi

k. By using this definition, w̄i
k follows

the Gaussian distribution with N (µ̄i, σ̄
2
i ), where µ̄i = (1−∑mi

j=1 θj)µi and σ̄2
i = (1−

∑mi

j=1 θ
2
j )σ

2
i . Thus, the event in

(9) is equivalent to

Bi
k =

{
ω ∈ Ω

∣∣∣∣ w̄i
k−1 ≤ xi

k

(1− βi
k)

− ϕ̃i(B)dik−1 − diconst.

}
.

The inequality in (13) is then transformed as

Fw̄i

(
xi
k

(1− βi
k)

− ϕ̃i(B)dik−1 − diconst.

)
≥ 1− δik, (15)
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where Fw̄i represents a cumulative distribution function
of w̄i

k. For the Gaussian with N (µ̄i, σ̄
2
i ), the cumulative

distribution function is obtained in an analytical form.
Therefore, the inequality in (15) is transformed to

xi
k+τ

(1− βi
k+τ )

− ϕ̃i(B)dik+τ−1 − diconst.

≥ µ̄i +
√

2σ̄2
i erf−1(1− 2δik+τ ), (16)

where erf−1(·) is an inverse function of the error function.
This is a deterministic linear inequality constraint on the
xi
k+τ .

4.3 Relaxed Optimization Problem

From the previous subsections, Problem 1 is reduced to the
following problem with the deterministic linear constraint.

Problem 2. (Relaxed Network Optimization Problem).

For given NU, NS, NG, B
j
S, B

j
ISL, B

ℓ
G, the time series of

past requests {dik−τ}0≤τ≤niri−1, the future values of

{C̄k+τ , H̄k+τ , Ēk+τ , d
i
k+τ}τ∈Tp

, and the ARIMA model in
(2), solve

minimize
{Ck+τ ,Hk+τ ,Ek+τ ,Yk+τ ,
Vk+τ ,Zk+τ ,uk+τ−1}τ∈Tp

∑
τ∈Tp

Jk+τ

subject to (3)− (8), (14), (16),

∀τ ∈ Tp, i ∈ NU

Problem 2 can be solved more efficiently than Problem 1
because the nonlinear constraint is not included. Although
Problem 2 is still the mixed integer programming prob-
lem, this type of problem can be efficiently solved using
the branch-and-cut algorithm, which is a heuristic algo-
rithm (Stubbs and Mehrotra, 1999). If Problem 2 becomes
infeasible at a certain time because the constraint in (16)
is violated, this constraint is neglected and the total band-
width loss rate (

∑
i∈NU

bik) is directly minimized instead

of the cost in (12).

5. NUMERICAL SIMULATION

In this section, we conduct a numerical simulation to verify
the performance of the proposed network management
methodology with the stochastic and time-varying com-
munication requests. In this simulation, we assume that
there are no inter-satellite links and satellites use different
frequency bands to prevent interference between commu-
nication links. The optimization problem is described by
MATLAB YALMIP (Löfberg, 2004) and solved using the
Gurobi Optimizer.

5.1 Simulation Conditions

In this simulation, we assume that there are a total of
50 users and five gateways in the system. The capacity of
the gateways was set to Bℓ

G = 500 MHz (∀ℓ ∈ NG). The
dynamics of the user requests in (1) was set to the ARIMA
model of order (1, 1, 2). For all the users, the coefficients
ϕ1, θ1, and θ2 were generated from the uniform distribu-
tions on [0.1, 0.2], [−0.2,−0.1], and [−0.5,−0.4], respec-
tively. Furthermore, we set diconst. = 0.5 and (µi, σ

2
i ) =

(0.4, 5) for all i ∈ NU. The simulation was conducted in
T = 50 steps and the prediction horizon was set to Tp = 5.

Table 1. Simulation parameters of satellite.

Type of satellites NS
Bj

S [MHz] Visible period
(∀ℓ ∈ NS) [steps]

GEO 3 500 -
NGEO group 1 24 250 5
NGEO group 2 18 250 6

(in total) 45

10 20 30 40 50

Time [step]

0

500

1000

1500

2000

2500

T
o
ta

l 
u
se

r 
re

q
u
es

ts
 a

n
d

sa
te

ll
it

e 
an

d
 g

at
ew

ay
 b

an
d
w

id
th

 [
M

H
z]

Total users requests [MHz]

Total satellite bandwidth [MHz]

Total gateway bandwidth [MHz]

Fig. 3. Time-varying total user requests (blue line), to-
tal satellite bandwidth (red line), and total gateway
bandwidth (dashed yellow line).

The simulation parameters of satellite are shown in Ta-
ble 1. There are a total of 45 satellites, which includes three
GEO satellites and 42 NGEO satellites divided into two
groups. The satellites can connect to all users and gateways
over a continuous period of visibility. The GEO satellites
are visible throughout the entire simulation time interval,
whereas the visibility periods of the NGEO satellites are
limited to finite intervals and repeated periodically. The
time-varying connectable pair candidate sets C̄k and Ēk
and the total satellite capacity are calculated based on
the visibility schedule. Figure 3 shows the total time-
varying user requests and the total satellite and gateway
bandwidth.

The reliability level ∆i is set as ∆i = 0.5, 0.3, 0.1, 0.05,
and 0.01 for all i ∈ NU, and results for each ∆i are
compared. As shown in Fig. 4, the level ∆i is allocated
to each prediction horizon as higher reliability is required
in the near future. This means that δik+1 is the smallest
among τ ∈ Tp. This setting satisfies the inequalities in
(14) as

∑
τ∈Tp

δik+τ = ∆i (∀i ∈ NU). Furthermore, the

bandwidth loss rate threshold is set to βi
k = 0.1 for all the

users throughout the simulation time interval. In the cost
function in (12), the weights are set as wc = 10, we = 1,
and wh = 0 for k ≥ 2.

To evaluate the performance of the proposed chance-
constrained network design methodology, the number of
the achieved user-specified events in (9) through the sim-

ulation is defined as N̄ =
∑

i∈NU

∑T
k=1 N

i
k. If Bi

k is

achieved, N i
k = 1, otherwise, N i

k = 0. An achieved rate is
expressed by N̄/(NUT ), which represents how many times
the specified performance is achieved in all trials. Further-
more, a baseline methodology is introduced for compari-
son. In this baseline methodology, the chance constraint is
simply replaced by the corresponding deterministic ones:
bik+τ ≤ βi

k+τ ,∀i ∈ NU, τ ∈ Tp.
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Fig. 5. Total bandwidth loss of the proposed method with
∆i = 0.1 (red line) and the comparison method (blue
line).

5.2 Results

First, we compare the results of the proposed method with
∆i = 0.1 and the comparison method. In Fig. 5, the red
and blue lines represent the resulting total bandwidth loss∑

i∈NU
max(0, dik−xi

k) of the proposed method with ∆i =
0.1 and the comparison method, respectively. Note that
the bandwidth loss was high after k = 43 for both methods
because the SATCOM system could not supply enough
resources to meet all the user requests. The achieved
rate was 69.8% for the proposed method and 36.2% for
the comparison method, and thus the proposed method
outperformed the comparison method.

Next, the performance of the five different ∆i settings are
compared. Table 2 shows a comparison of the achieved rate
of the events represented by N̄/(NUT ) for each ∆i. These
results indicate that the achieved rate was increased with
smaller ∆i, which means that the specified performance
achieved higher reliability. The result of the proposed
method with ∆i = 0.01 performed 36.5 percentage points
higher than that of the comparison method.

These results demonstrate the effectiveness of the pro-
posed chance-constrained method in managing the stochas-
tic and time-varying requests in the large-scale SATCOM
system.

6. CONCLUSION

In this paper we proposed the chance-constrained re-
source and network management method for large-scale

Table 2. Achieved rate of the event with ∆i.

∆i(∀i ∈ NU) Achieved rate: N̄/(NUT )

(Comparison method) (36.2%)
0.5 (50% reliability) 66.1%
0.3 (70% reliability) 67.0%
0.1 (90% reliability) 69.8%
0.05 (95% reliability) 70.6%
0.01 (99% reliability) 72.7%

SATCOM systems with stochastic and time-varying com-
munication requests. To efficiently solve the formulated
optimization problem with the joint chance constraint
on the bandwidth loss rate, the constraint is relaxed to
the individual chance constraint and then reduced to the
deterministic constraint. From the results of the numerical
simulation, the effectiveness of the proposed method to
obtain an efficient SATCOM network was verified. Fur-
thermore, the user-specified event in (9) was achieved with
higher reliability when a smaller ∆i is adopted.
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