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Abstract: Neural networks are successful in many fields, yet they can be easily fooled by imperceptible
adversarial perturbations. One measure of robustness of an NN to such perturbations in the input is
the Lipschitz constant of the input-ouput map defined by the NN. In this work, we therefore propose
a framework for training of single-hidden layer NNs that not only minimizes the underlying loss but
also encourages the NN’s robustness by keeping its Lipschitz constant small. The resulting optimization
problem is solved using the alternating direction method of multipliers that splits the problem into two
subproblems, the minimization of the training loss and a semidefinite programming-based regularizer
that penalizes the Lipschitz constant. A variation of the framework allows not only for minimization of
the Lipschitz constant but for enforcing a desired Lipschitz bound during training.
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