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Abstract: The sensor attack detection problem in control systems is important in the field of cybersecu-
rity. In this paper, we propose a sensor attack detection method based on both moving horizon estimation
and control performance. In the existing methods, the signal from an attacker is regarded as the unknown
input or the error in state estimation. In the proposed method, we suppose that the closed-loop system is
composed of the plant, the state estimator, and the controller by the linear quadratic regulator. We utilize
moving horizon estimation for linear singular systems. Then, a sensor attack is detected based on the
control performance. By a numerical example, the effectiveness of the proposed method is presented.
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1. INTRODUCTION

In the last two decades, various security incidents have been
reported (see, e.g., Farwell and Rohozinski (2011)). Thus,
cybersecurity has attracted much attention from the viewpoint
of control theory (see, .e.g, Fawzi et al. (2014); Pasqualetti et al.
(2015); Teixeira et al. (2015)). In particular, the attack detection
problem in control systems is one of the typical problems in
cybersecurity (see, e.g, Pasqualetti et al. (2015)).

In control theoretic approach to attack detection, unknown in-
put observers are frequently utilized (see, e.g., Negash et al.
(2017)). In unknown input observers, not only the state but
also the unknown input (i.e., the disturbance) can be estimated.
When unknown input observers are applied to cybersecurity,
the unknown input is regarded as an attack. As other ap-
proaches, a detection method using the Kalman filter has been
proposed in e.g., Shinohara and Namerikawa (2017). In this
method, an attack is detected by using the estimation error.
On the other hand, a control system is designed based on a
certain performance index. Hence, it is important to develop
an attack detection method based on degradation of the control
performance. From this viewpoint, the authors have proposed
an attack detection method (Isono et al. (2019)). In this method,
an attack is detected based on the control performance by the
linear quadratic regulator (LQR). However, we have considered
only an attack to actuators. When we consider a large-scale
system, it is important to consider an attack to sensors in a
sensor network.

In this paper, we propose a method of sensor attack detection
based on both moving horizon estimation and control perfor-
mance. By evaluating degradation of the control performance,
we can estimate an attack to sensors more precisely. Here,
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we use the performance of the LQR as a performance index.
Furthermore, in the method of moving horizon estimation in
Boulkroune et al. (2010), only an attack to actuators is con-
sidered. In this paper, to realize sensor attack detection, we im-
prove the method in Boulkroune et al. (2010). The effectiveness
of the proposed method is presented by a numerical example.

Notation: Let R denote the set of real numbers. Let In and
0m×n denote the n × n identity matrix and the m × n zero
matrix, respectively. Let M > 0 (M ≥ 0) denote that the
matrix M is positive-definite (positive-semi-definite). For the
vector x, let ∥x∥ denote the Euclidean norm of x. For the vector
x, let x(i) denote the i-th element of x. For the matrix M , let
M⊤ denote the transpose matrix of M . For the vector x and the
positive-semidefinite matrix M , we define ∥x∥2M := x⊤Mx.

2. PRELIMINARIES

In this section, some preparations are given.

2.1 Linear Quadratic Regulator

First, we explain the outline of the linear quadratic regulator
(LQR). See, e.g., Hespanha (2018) for further details.

As a plant, consider the following discrete-time linear system:
xk+1 = Axk +Buk,

where k ∈ {0, 1, . . . } is the discrete time, xk ∈ Rn is the state
at time k, and uk ∈ Rm is the control input at time k. Matrices
A, B are constant with appropriate dimensions. We assume
that the pair (A,B) is stabilizable. Consider finding a state-
feedback controller minimizing the following cost function:

J =

∞∑
k=0

{
x⊤
k Qxk + u⊤

k Ruk

}
,
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where Q > 0 and R > 0 are weighting matrices. We as-
sume that the pair (Q1/2, A) is detectable. Then, the optimal
state-feedback controller can be derived as u∗

k = −(R +
B⊤PB)−1B⊤PAxk, where P is the symmetric positive def-
inite solution of the discrete-time algebraic Riccati equation
A⊤PA − P − A⊤PB(R + B⊤PB)−1B⊤PA +Q = 0. The
optimal value of J can be derived as

J∗ = x⊤
0 Px0. (1)

We remark that by x⊤
k Pxk, we can evaluate the control perfor-

mance in the time interval [k,∞].

2.2 Moving Horizon Estimation

We explain the outline of unknown input observers based on
an optimization approach (see, e.g., Boulkroune et al. (2010)).
In Boulkroune et al. (2010), the unknown input is added to
the state equation. In this paper, to model a sensor attack, the
unknown input is added to the output equation.

Consider the following discrete-time linear system:
xk+1 = Axk +Buk + wk,

yk = Cxk + Cddk + vk,
(2)

where k ∈ {0, 1, . . . } is the discrete time, xk ∈ Rn is the
state at time k, uk ∈ Rm is the control input at time k.
dk ∈ Rq is the unknown input at time k, wk ∈ Rn is the
system noise, yk ∈ Rp is the measured output, and vk ∈ Rp

is the measurement noise at time k. Matrices A, B, C, Cd are
constant with appropriate dimensions. We introduce Cd as a
coefficient of the attacks.

Consider estimating both the state xk and the unknown input
dk by using an observer. First, we introduce the state transfor-
mation to treat above estimation problem as a state estimation
problem. Defining zk := [x⊤

k d⊤k ]
⊤, the system (2) is trans-

formed into the following singular system:
Ezk+1 = Fzk +Buk + wk,

yk = Hzk + vk,
(3)

where
E = [In 0n×q] , F = [A 0n×q] , H = [C Cd] .

Next, we consider the optimization problem to minimize the
estimated weighted error of the state and measurement. See
Boulkroune et al. (2010) for details of derivation. In mov-
ing horizon estimation, the following optimization problem is
solved at each time k:

given z̄k−N , {ui}ki=k−N , {yi}ki=k−N

find {zi}ki=k−N

minimize Jk = ∥ek−N∥2
P−1

k−N

+

k−1∑
i=k−N

∥wi∥2W−1

+

k∑
i=k−N

∥vi∥2V −1

subject to System (3)

where P−1
k−N is a weighting matrix. See Boulkroune et al.

(2010) for a method for determining z̄k−N . To solve this
problem, we assume that

rank

([
E
H

])
= rank

([
In 0n×q

C Cd

])
= n+ q,

Fig. 1. Control system studied in this paper.

that is,
rank(Cd) = q., n+ p ≥ q. (4)

This conditions do not guarantee the precision of estimation,
however it is necessary to solve the following optimization
problem (i.e., the feasibility can be guaranteed by this condi-
tion). Under this assumption, we can analytically obtain the op-
timal solution using the least squares method. See Boulkroune
et al. (2010) for further details.

3. PROPOSED ATTACK DETECTION METHOD

In this section, we propose an attack detection method based on
both moving horizon estimation and control performance. First,
we explain the problem setting. Since we use moving horizon
estimation, we do not have to restrict noise v, w to be Gaussian.
Next, we propose a detection method.

3.1 Problem Setting

In this subsection, we give the problem setting to discuss the
sensor attack detection problem. Consider the control system
shown in Fig. 1. The plant in Fig.1 is a control target system
and is given by a discrete-time linear system. We regard sensor
attacks as unknown inputs to the output equation. Then, we
consider the following system as a plant with sensor attacks
(i.e., the inside of the blue dotted line in Fig.1):

xk+1 = Axk +Buk + wk

yk = Cxk + Cddk + vk.
(5)

where dk is the signal from an attacker. The matrix Cd must
satisfy the assumption (4). Using Cd, we can characterize
sensors that may be attacked. If we set Cd = Ip (p = q), then
there is a possibility that all sensors are attacked. In the practical
situation, we may focus on only some sensors. In such case, we
do not need to give Cd as the identity matrix.

For the control system shown in Fig. 1, we use the LQR
controller. Then, we assume that the pair (A,B) is stabilizable.
We also assume that Q > 0, R > 0, and the paper (Q1/2, A) is
detectable. For the plant, we apply the control input uk = Kx̂k,
where K is the optimal state feedback gain K obtained based
on LQR.

3.2 Detection Procedure

Focusing on the fact that the controller is designed by LQR,
we utilize the control performance (1) as an index. Here, we
introduce the following detection index:
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J̃∗
k =

1

l

k∑
i=k−l+1

x̂⊤
i|iPx̂i|i,

where l is the length of the moving average. By J̃∗
k , the change

of the control performance based on the LQR is evaluated.

In the proposed method, we choose one from the above three
methods. Then, it is said that the control system (5) is attacked
if the following condition holds:

J̃∗
k > θJ ,

where θJ is a given threshold. By choosing one from three
methods, we can realize sensor attack detection.

Based on the above discussion, we present a detection proce-
dure.

Detection Procedure:

Step 0: Set a threshold and other parameters. Set also the
detection start time kstart. If k = kstart holds, then go to Step
1.

Step 1: Calculate x̂k, d̂k|k by moving horizon estimation.

Step 2: Calculate a detection index.

Step 3: If the obtained index is greater than the threshold, then
determine the system is attacked. Otherwise, update k := k+1,
and return to Step 1.

In the above procedure, the computational load is only matrix
manipulation in moving horizon estimation. Hence, computa-
tion at each discrete time can be executed fast.

4. NUMERICAL EXAMPLE

4.1 Setting

In this section, we present a numerical example of the proposed
attack detection methods. First, the matrices in the plant are
given by

A=

[
1.03 −0.4 0.2

0 1.07 −0.3
0 0 0.9

]
, B =

[
1
0
0.2

]
,

C = I3, Cd = [1 0 1]
⊤
,

respectively. The initial state is given by [5 −5 5]
⊤.

The weights in LQR are given by Q = 10000I3, R =
100, respectively. Solving the discrete-time algebraic Riccati
equation, the solution and the gain of the optimal state feedback
controller can be obtained by

P =

 3.4× 104 4.3× 104 −1.2× 105

4.3× 104 2.0× 105 −2.4× 105

−1.2× 105 −2.4× 105 5.7× 105

 ,

K = [1.0 −0.85 0.21] ,

respectively. The weights in the unknown input observer are
given by

W = diag(1000, 1000, 1000), V = diag(100, 100, 100),

respectively. The prediction horizon N is given by N = 50. For
the detection algorithm, the parameters in the proposed method
are given by l = 5 and θJ = 1.0 × 107. Furthermore, as

Fig. 2. Time response of the state x1.

Fig. 3. Time response of the state x2.

Fig. 4. Time response of the state x3.

the conventional detection indices, we introduce two indices,
i.e., the norm of the unknown input and the norm of the
state. Then, we consider two detection conditions as follows:∑k

i=k−l+1 ∥d̂i|i∥/l > θd and
∑k

i=k−l+1 ∥x̂i|i∥/l > θx, where
we set θd = 1.8 and θx = 10.

In the numerical simulation, the noise v, w are respectively
random numbers, and uniformly distributed among the interval
(−1.0, 1.0). We apply the attack detection algorithm since k =
300, and we suppose that the attack starts at k = 300 as follows:

dk =

{
0.5 If 300 ≤ k < 400

0 otherwise.

In this case, we suppose that the observation outputs y(1), y(3)
are attacked simultaneously.

4.2 Result

We present the computation result. Figures 2, 3, and 4 show the
estimated values of the state x(1), x(2), and x(3). From these
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Fig. 5. Time response of the norm of the unknown input.

Fig. 6. Time response of the norm of the state.

Fig. 7. Time response of the control performance.

figures, we see that the noise particularly affects x(1) and x(3)

adversely.

Figure 5 shows the norm of the estimated unknown input. In
this example, the attack is detected at k = 213. In other
words, attack detection is failed. Figure 6 shows the norm of
the estimated state. It is difficult to distinguish an attack from
a noise, and the attack is not detected. This is failure. Figure
7 shows the control performance. The attack is detected at
k = 328, and attack detection is successful.

Figure 8 shows both ∥y − Cx̂∥ (the estimation error of the
output equation) and its moving average. The state estimation
error is one of the conventional indices for attack detection
(see, e.g., Shinohara and Namerikawa (2017)). However, in this
case, the detection method using the estimation error does not
work, because estimation error does not show clear difference
between the safe situation and attacked situation. In contrast,
by utilizing the control performance, attack detection can be
performed correctly.

Fig. 8. Time response of the estimation error.

5. CONCLUSION

In this paper, we proposed a new method of sensor attack
detection based on moving horizon estimation and control
performance. The detection condition proposed in this paper
uses the estimated state and the control performance by the
LQR, and is simple. The effectiveness of the proposed method
was presented by a numerical example.

In future work, it is important to develop a method for detecting
both an attack to actuators and an attack to sensors.
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