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Abstract

We develop a method to locate bifurcations in time delay systems
with a potentially high-dimensional parameter space. It is based on the
feedback loop breaking approach that we developed and applied earlier
for bifurcation search in ordinary differential equations. The method is
particularly suited for the analysis of biological networks, for example to
determine which parameters are relevant for complex dynamical behavior
in such networks. To illustrate the benefits that this approach yields for
biological network analysis, we apply it to study the effect of parameter
variations on oscillations in a model of the MAP kinase cascade with a
time delay.

1 INTRODUCTION

A major goal of systems biology is to provide mathematical methods for the
analysis of complex dynamical behavior in intracellular networks, such as metabolic
networks, biochemical signaling systems, or gene regulatory networks [12]. The
development of such analysis methods is made difficult by the large number
of uncertain or only vaguely known parameters in these typically non-linear
systems. Classical approaches to study the dynamical behavior are often only
feasible for a very small number of parameters, restricting their application to
very small modules which may only yield limited biological insight.
Established methods of numerical continuation for bifurcation analysis are
limited to parameter variations along a single line in parameter space [7]. The
application of these methods may yield valuable insight into the possible dy-
namical behavior of small biological networks, if this line can be chosen in a



reasonable way. However, information about a good choice of the search direc-
tion for bifurcations is often not available, thus hampering the application of
bifurcation analysis methods to biological networks with many parameters. To
overcome this problem, we have recently proposed a bifurcation search method
based on feedback loop breaking, thus taking a control engineering perspec-
tive on the complex dynamical behavior in the system and its relation to the
presence of feedback loops [11].

The topic of this paper is to generalize the method developed in [11] for
time delay systems. Time delays appear frequently in intracellular networks, for
example due to time-consuming processes such as gene transcription [9]. While
time delays have been shown to not affect the dynamical network behavior in
special classes of systems such as positive feedback systems [5], other networks
are crucially affected by time delays [8]. Usually, if a time delay system is stable
dependent on the delay, a critical time delay value can be found, for which a
change in stability will occur. Methods exist to find this critical time delay
value, under the premise that all the other parameters are known [1, 2, 13, 10].

The approach developed in this paper allows to characterize critical points
in time delay systems with a potentially high-dimensional parameter space. In
addition, it can be applied to construct an algorithm which allows to systemati-
cally search for bifurcations of a desired type in such systems. In this algorithm,
both the system’s parameters as well as the value of the time delay can be var-
ied simultaneously in order to reach a bifurcation. This flexibility makes the
approach particularly suited for the analysis of biochemical network models,
where many parameters are uncertain and can in principle be varied during an
evaluation of the possible types of dynamical behavior in the network.

The paper is structured as follows. In Section 2, we extend the feedback
loop breaking approach to time delay systems. The main results are presented
in Section 3: a characterization of critical points in time delay systems, and
an algorithm to systematically search for such points. The application of this
approach to models of biochemical signaling pathways with a time delay is
illustrated in Section 4 with a MAPK cascade model.

2 PRELIMINARIES

2.1 Feedback loop breaking in time delay systems

We consider a non-linear system with a single time delay given by the system
of delay differential equations

(t) = F(z(t), z(t = 7),p), (1)

with state variables € R", the delayed state x(t —7) € R™, time delay 7 € R4,
parameters p € P C R™ and vector field F' : R™ x R" x P — R,

An important characteristic of the time delay system (1) is that equilibria,
i.e. constant steady state solutions, can be computed independently of the time



delay 7. We denote by (z,p) € R™ x P a state-parameter pair for system (1).
A pair £ = (Z, p) for which
F(z,z,p) =0 (2)

holds is called an extended equilibrium of (1), giving rise to the constant steady
state solution x(t) = Z. Moreover, let M be a smooth connected m-dimensional
manifold of extended equilibria in R™ x P, i.e. M can be characterized by the
condition

V¢ée M : F(z,z,p) =0. (3)

For ease of notation, we also combine the extended equilibrium & and the time
delay 7 in the pair - -
E=(67) e M= MxR,. (4)

We first introduce the notion of a feedback loop breaking for system (1)
being considered as closed loop system.

Definition 1. A loop breaking for the system (1) is a pair (f,h), where f :
R” x R" x R x P — R" is a smooth vector field and h : R® x R — R is a
smooth function, such that

F(z,zr,p) = f(x, 2, h(z,2;),p). (5)

Thereby, we associate to (1) the open loop system

#(t) = f(a(t), x(t —7),ult),p)
y(t) = h(z(t), z(t — 7).

The local dynamical properties of the system around equilibria are com-
pletely characterized by the linear approximation around these equilibria. In
the next step, we therefore consider the linear approximation to the open loop
system (6) in the neighborhood of an extended equilibrium & = (Z,p) € M. As
a short hand notation, let @ = h(Z, Z).

(6)

Proposition 1. The linear approximation for the open loop system (6) in the
neighborhood of the equilibrium-parameter pair £ € M 1is given by

2(t) = A(§)z(t) + A (§)z(t — 7) + B(&u(t)
w(t) = C(€)z(t) + Cr(&)=(t — 1),

with A(€) = 55z, 2,1.p), A,(€) = 2L(z.7,9,p), B() = (2, 7,0,p), C(&) =
52 (7,7), and C1(¢) = 5L (3,2).
Then the linear approzimation of the closed loop system (1) close to & € M

s given by
£(t) = (A(§) + B(§)C(£))=(t)+
(A-(§) + B(§)C-(§))z(t — 7).

(7)

(8)



2.2 Dynamical characterization of equilibria in the open
and closed loop systems

W(s)

U(s)?

derived from a Laplace transformation of the linearized open loop system (7).

From (7), the transfer function is computed as

G(&,7,8) = (C(§) + Cr(§e™T)(s] — A(§)—
A (€)e™ )T B(9).

In the following, we restrict the analysis to a less general class of time delay
systems: assume that in the linearization (7) C' = 0 and A, = 0. This will for
example be the case if the time delay appears only in one expression within the
vector field F', and the loop breaking is chosen at exactly that point.

With the considered restriction, the loop transfer function G(€, 7, s) simpli-

fies to
G(&7,5) = Cr(€)e " (sI — A(€)) ' B(€)
sl —A(§) —B(g)
:m(amfw ’ ) (10)
det(sI — A(&))

Also, the linear approximation of the closed loop system, in the general case
given by (8), then simplifies to

() = A(§)=(t) + B(§)Cr(§)z(t — 7). (11)

In the following, we denote D, (§) = B(§)C- ().

As a preliminary result which will prove crucial for the main results, we
provide a characterization of the closed loop poles in relation to the open loop
transfer function G(&,7,s) (10). Note that, for a time delay system, the poles
of the closed loop are determined by the solutions of the quasipolynomial

The following analysis will be based on the loop transfer function G(s) =

(9)

det(sI — A(€) — Dy (€)e™™) =0, (12)

which has infinitely many solutions for 7 > 0. Then, the poles of the closed loop
relate to the transfer function G(&, 7, s) as given by the following result.

Lemma 1. sg € C is a solution of det(sI — A(§) — D, (§)e™ ™) =0, if and only
if one of the following conditions hold:

(i) so is not an eigenvalue of A(§) and G(&,7,s0) = 1;

(i) so is an eigenvalue of A(€) and det ( SCO,‘(rg)_e’i(fo) _%(f) ) =0.



Proof. To proof Lemma 1, we make use of Schur’s lemma. The closed loop
description (11) can be represented through the Schur complement as follows:

det(sI — A—D,e "%) = det (SI -4 B)

Ce—TS 1

- n i sI—A —1
=det(s] — A) — Z(—l) F1Hip, det (( 06772 ) ,

i=1

where M_; is the matrix M with the i-th row deleted. Likewise a description
with a 0 instead of a 1 is

sI—A —-B

det( Ce ™ 0 ) B
- o\l (s —A)_
E_l( 1) b; det( CoT .

Subsequently the last two equations adopted into each other results in

sI—-A B
w (272 9)-

det(s[—A)—det( sl-A -B )

Ce ™ 0
Finally, dividing by det(sI — A) results in

det(sI — A— D,e™ %)
det(sI — A)

G(gaTa S) =1-

S0 is a solution of the quasipolynomial of the closed loop if and only if det(sI —
A — D;e ") = 0. Under the condition that det(sol — A) # 0, we see that this
is equivalent to

G, 1,s)=1.

sI-A -B

If det(soI — A) = 0 and det ( Ce— 0

) = 0 then one gets directly from
equation (13)

det(sol — A— D,e" ") =0.
O

In the next step, we develop the notion of critical frequencies for a time delay
system, already introduced in [11]. To this end, let us represent the transfer
function G(§,7,s) (10) as

G, 1,8) = (14)



where g and r are polynomials in s with coefficients which are functions of &.
Furthermore, we make the following assumptions on the transfer function

G(&,7,9).

Assumption 1. The transfer function G(&,7,-) does not have poles or zeros
on the imaginary axis for any & € M, i.e.

Ve € MVw € R: k(§)q(&, jw) # 0 and r(&, jw) # 0. (15)

In addition, the degrees of q(&,s) and r(&,s) in s are assumed to be constant
with respect to € € M.

Assumption 1 is usually satisfied, since the loop breaking in (5) can often be
chosen such that the open loop system does not undergo the considered change
in dynamical behavior.

Definition 2. Under Assumption 1, w. € R is said to be a critical frequency
for the transfer function G(&,1,s) if

G(E,T, jwc) eR. (16)

For each specific £ and 7, all critical frequencies are given by the solution of
the equation

Im(q(€, jwe)r(€, —jwe)e™™74) = 0. (17)

The solutions of (17) can be combined in a set .(£) with an infinite number
of elements. This set is given by

Qe(€,7) = {w € RIm(q(&, jwe)r(§, —jwe)e™ ™) = 0}. (18)

In [11], minimality of the set Q. of critical frequencies was a central assump-
tion for the succeeding analysis. In this work, since the number of elements in
Q. is infinite for a time delay system, we have to rephrase this assumption. To
this end, let us write the set . as

90(57 T) = { ) _W(Q) (5)7 _w(l) (g)a va(l) (5)7
_ 19
w?(E),...}, 1)

where the wy)(g ) are continous solution branches of the quasi-polynomial (17).

We then have the following assumption, which can be seen as the analogue of
the minimality assumption on €. in [11].

Assumption 2. The solution branches w (€), i > 1, in (19) can be ordered
such that, for any £ € M,

0<wM(@ <@ <, (20)
and, for anyi > 1,

G(&, 7, jwl (&) GE, T, jwl ™V (€, 7)) < 0. (21)



3 MAIN RESULTS

3.1 Topological equivalence of equilibria

The main focus of this work is to establish criteria for a change in the dynamical
properties of the considered system by varying parameters and the time delay.
Such a change typically occurs at a critical point in state-parameter space, which
is defined as follows.

Definition 3. The estended equilibrium-delay pair . = (€.,7.) € M is said to
be a critical point for the system (1), if there evists w. € R such that det(sl —
A(&) — D-(&.)e" ™) =0, i.e. jw. is a pole of the linearized system at ..

A classical concept to study changes in the dynamical properties is via topo-
logical equivalence of equilibria [7]. A crucial result for time delay system in
this respect is that the number of eigenvalues with positive real parts is finite
[6]. Based on this result, topological equivalence in time delay systems can be
defined as follows.

Definition 4. Let &,& € M be two hyperbolic extended equilibrium-delay pairs
of the system (1). & and & are said to be topologically equivalent, if the two
characteristic polynomials det(sI — A(&) — D, (&§1)e™ %) and det(sI — A(&2) —
D, (&)e~ %) have the same number of roots with positive real part.

The major goal in this work is to find two parameter vectors &; and & which
have different stability properties, and are not topologically equivalent. Due to
the continuous dependence of eigenvalues on parameters, this can only happen
when det(sI — A(§) — D,(§)e”™*) = 0 has a solution on the imaginary axis for
a critical point £ € M. Now first the infinite set Q.(£) will be considered for
one specific extended equilibrium-delay pair £&. Then the number 3(£) will be

defined as the number of w, in Q.(€) such that G(&, jw.) > 1, i.e.

6(5) = Card{wc € Qc(g)|G(ga]Wc) > 1}'

The number 3(£) is always finite, as seen in the proof of Theorem 1.
The following result is helpful in order to characterize topological equivalence
of equilibria.

Lemma 2. Under the assumptions of the Theorem 1, the winding number of
the image of the Nyquist curve I' under the transfer function G(&;,1;,+),i = 1,2,
around the point 1 is given by

| wn(G(&, 7, 1), 1) = B(&) (22)

Proof. Since the loop breaking assures that G(&,7,j00) = G(&,7,—joc) = 0
and considering Assumption 2, a cut of G(§;, 7;,I") to the right of the point 1 is
preceded and followed by a cut of G(&;, 7;,T") with the negative real axis. Thus,
each cut to the right of the point 1 corresponds to one winding of G(&;,7;,T')
around the point 1. O



Lemma 3. Under the assumptions of Theorem 1, it is

| wn(G(&1,71,T),1) —wn(G(&2, 72, T),1)| =
16(&1) — B(&)]

Proof. From Assumption 1, the transfer functions G(&1,-) and G(&z, -) have the
same number of zeros and poles in the left and right half plane. Thus, for the
phase differences we have arg(G (&1, joo)) —arg(G (&1, —joo)) = arg(G (&g, j00)) —
arg(G(&2, —jo0)), and due to symmetry of the transfer function with respect to
positive / negative frequencies, arg(G(&,joo)) = arg(G(&s, joo)). This implies
that the winding numbers wn(G(&;,T),1) and wn(G(&2,T'),1) have the same
sign and with Lemma 2 it is concluded, that | wn(G(&;,T),1)—wn(G(&,T),1)| =
IWn(G(&, T), 1| — | wn(G(E, T), DIl = [B(E) — AE). .

With the help of the preceding lemma, the main result on topological equiv-
alence can now be proven.

Theorem 1. Assume that Assumptions 1 and 2 are satisfied. Let 51,5276 M
be two hyperbolic extended equilibrium-delay pairs of (1). Then & and & are
topologically equivalent, if and only if

B(&1) = B(&2).

Proof. By Definition 4, topological equivalence of & and &, is equivalent to the
condition that the function det(sI — A(&1) — D, (&1)e™™%) and det(s] — A(&) —
D, (&2)e~™°) have the same number of solutions with positive real part. From
the proof of Lemma 1, it is known that

-, det(sI — A(§) = D (&)e ™)
G&s) - 1= det(sT — A(6))

Using the Nyquist criterion taken from [6] it is

WH(G(Ea F)7 1) = nol(g) - ncl(g)
where n¢(€) (ny(€)) is the number of solutions of det(sI — A(&) — D, (€)e™ %)

(det(sI — A(&))) with positive real part. Since nclgf_) and n, (€) are both finite
also wn(G(£1,1),1) is finite. By assumption, n0;(£1) = n0(§2) and thus §; and

&, are topologically equivalent if and only if

wn(G(&,T),1) = wn(G(&,T),1).

3.2 [Existence of marginally stable equilibria

In the next step, we apply the previous results on topological equivalence in
order to characterize marginally stable equilibria, or critical points where dy-

namical properties may change. To this end, the value of G(&, 7, ngi) (£)) has to



cross the point 1 during the variation of parameters and the time delay. This is
equivalent to searching a &. at which the function det(sI — A(§.) — D, (&.)e™™*)
has solutions on the imaginary axis. The crucial point is to fix one critical

frequency branch from the set Q.(£) which is to be considered in the analysis.
Then, the following result on existence of critical points is obtained.

Theorem 2. Assume that Assumptions 1 and 2 are satisfied. There exists a
critical point § € M, if and only if there exist &, &2 € M, for one critical
frequency branch wgl) (€), with

G(&1,jwl(€1) <1< G(&e, jwl? (E2))- (23)
In that case, :tngi)(f_c) is a solution of det(sI — A(&.) — D-(&)e ™) = 0.

Proof. By Lemma 1, Assumption 1 assures that a point &, is critical if and only
if G(&, jwt (€)= 1.

Necessity: Under the condition G(gc,ngi)) =1, take & = & = & and (23)
follows trivially.

Sufficiency: Let & and & be such that (23) holds. Connectivity of M implies
that there is a path from & to & in M. Continuity of the critical frequency
w and the transfer function coefficients results in continuity of G(&, jw£i)(§_))
with respect to £. This implies the existence of £. having G(gc7jw£i) (€) =1
along any path from & to &s. O

Note that the critical point £, in Theorem 2 is typically not unique: usually,
there is a submanifold of critical points with dimension m in the (m + 1)-
dimensional manifold M. The bifurcations which can occur on the submanifold
are generally of codimension one, where we distinguish two main types. One is
the the Hopf bifurcation, which occurs when the considered critical frequency
is unequal to zero, and the other one is a saddle-node bifurcation, which occurs
when the considered critical frequency is equal to zero.

3.3 Bifurcation search in time delay systems

The theory derived in the previous section will now be applied to develop an
algorithm to find bifurcations in the system (1). As a starting point, we consider
a starting parameter vector p;, a corresponding equilibrium Z;, and the time
delay 7, given. These are combined in the extended equilibrium-delay pair &;.
The starting equilibrium Z; is assumed to be hyperbolic, otherwise the search
for parameters yielding different dynamical properties is usually trivial. Fur-
thermore, the manifold M is assumed to be defined by a nonlinear equation of
the form ¢(£) = 0. Normally ¢ = F can be taken directly, but sometimes modi-
fications are necessary, e.g. to exclude some solutions if the equation F(z,p) = 0
has multiple solutions.

Given &;, the goal is to find an extended equilibrium-delay pair & such that
& and & are not topologically equivalent according to Definition 4. In this
case, existence of a critical point £, is guaranteed from Theorem 2, and such a



point can be found on any path from & to & in M via classical continuation
methods. By choosing the critical frequency branch w to be considered in the
algorithm, it is even possible to search specifically for either static bifurcations,
corresponding to wgi) = 0, or dynamic (Hopf) bifurcations, corresponding to
wgi) > 0. In order to put the problem in the framework developed in this paper,
a loop breaking for the system (1) has to be defined.

In order to simplify notation, we will in the following denote the considered
critical frequency branch as @, = wg)(f) Also, define the transfer function
value at the critical frequency as

v(€1) = G(&1, jwlP(€1)). (24)

In the next step, two cases have to be distinguished. These cases depend
highly on the initial Nyquist plot, particularly when the Nyquist plot has a
crossing of the real axis smaller than 1 for the considered critical frequency

branch wgi) :

(1) If y(£1) < 1, the algorithm searches a pair & € M leading to (&) > 1.

And the other case is if the Nyquist plot shows a crossing of the real axis bigger

than 1 for the considered critical frequency w:

(2) If y(&1) > 1, the algorithm searches a pair & € M leading to (&) < 1.

In the case of a dynamical system with a time delay (1) also the term of
gradient-directed continuation method, as in [11], is used to describe this method
in an appropriate manner. Hereby, the continuation is used to stay on the
manifold M. The continuation method has to be complemented with a gradient
ascent or descent approach, because M is m + 1-dimensional with typically
m > 1. Therefore the continuation alone is not sufficient to achieve the desired
value for v(&3). How the algorithm works is detailed as follows.

(1) Initialization
a.) Set k:=0 and £®) := &
b.) Set initial critical frequency oM = wgi)(f(k))
c.) Choose numerical parameters:

* Minimal required change: A~y
« Initial step size: §(©)
+ Minimal and maximal step size: d,,in and 9,z

(2) Prediction step

a.) Compute the gradient of v with respect to changes in ¢:

VA(EM) = ZEEW. o))+
oG ow" - .
g € aa €))

10



Here @2’“) is computed through solving (17) for w. via a Newton
Method and then used to compute V(£%)).

b.) Compute the tangent space to M at £
_ do -
Teoy M = nulla—g(f(k)) (26)

¢.) Project Vy(£€®) on Tguc)./\;l:
) = Proj(Vy(f(k)),Tgk)/\;l) (27)
d.) Set prediction point:
EU+1) _ g0) 4 (), (1) (28)

pre

(3) Stepsize control If necessary, the stepsize §() is updated in order to
assure that

VERY) = (EW) > A, (29)
holds, to ensure the minimal required change A~ in the transfer function
value. This is done in iteration with (2d). Furthermore, the step size is
kept within the constraints d,,ip < 8% < 6,,4. If this is not feasible, the
algorithm aborts with an error.

(4) Correction step

Generally £5¢) ¢ M, therefore to achieve £¥+1) € M a correction step is

required. This correction step is made by using the Gauss-Newton method
to solve the following system of nonlinear equations:

0 = (™)
Y(ERTD) = (&%)
0 = Im(q(£*+Y) | jolk+1)
o (k+1)

T(E(k+l),—j@£k+l))€77jwc )

(30)

for £F+D and o™ Here (;@Iﬁjl), @é’“)) is used as the starting point for
the Newton iteration. Now there are two possibilities:

a.) Success, the algorithm takes the solution of £*+1) and goes to (5).
b.) Failed, the algorithm reduces the stepsize 6*) and goes to (2d).
(5) Finishing step
If ’y(g(’”l)) > 1 = success, else increase the step index k£ and go to step
(2).

Since the computation of the critical frequency cannot be done analytically
and it is therefore necessary to have an initial value, for every new value of
£+ the old critical frequency ngk) as starting value for the Newton iteration
has to be taken. The algorithm finishes its computation in a finite number of

steps because of the defined upper bound of the stepsize and through condition
(29).
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Figure 1: Schematic representation of the MAPK cascade.

4 ANALYSIS OF A MAPK SIGNALING CAS-
CADE

As an example of how this algorithm helps to determine relevant parameter
changes for a variation of the dynamical behavior of biochemical signaling net-
works, we will apply it to the search of a Hopf bifurcation in a model of the
MAPK cascade with time delay. The MAPK cascade is one of the most inten-
sively studied eukaryotic signaling pathways. It is at the heart of a molecular
signaling network that governs the growth, proliferation, differentiation and
survival of eukaryotic cells. In the last decade, the understanding of MAPK sig-
naling was significantly enlarged by construction and analysis of mathematical
models, e.g. [3, 4].

In this study, we will especially consider the MAPK cascade as it appears in
the EGF (epidermal growth factor) receptor pathway. At the first level, the Raf
compounds get activated by several mechanisms involving phosphorylation at a
tyrosine residue. MEKSs get activated at the second level by phosphorylized Raf
and thus phosphorylated at serine and threonine residues. At the third level,
the Erks are then activated by the MEKS and are phosphorylated at two sites,
conserved threonine and tyrosine residues. Protein phosphatases inactivate the
corresponding kinases at each cascade level. From the third layer, there is a neg-
ative feedback inhibiting SOS (son of sevenless homologue), which is required in
the activation of Raf. A schematic description of the model is given in Figure 1.
The mathematical model used here is proposed by [4], and has been adopted
here with slight simplifications. In addition, since the inhibitory feedback from
the third level of the cascade to the first involves several intermediate steps, we
integrate a time delay in the corresponding phosphorylation reaction.

The goal of the analysis is to determine which parametric changes may lead
to a change between non-oscillatory and oscillatory behavior. To this end, a
suitable loop breaking point is defined, and the analysis method developed in
the previous section is applied to the model.

12



4.1 Mathematical model for the MAPK cascade with time
delay

In this section, we describe the mathematical model for the MAPK cascade.
First, the concentrations of the phosphorylated kinases are denoted as

211 = [Raf*],

291 = [MEK-P),
w99 = [MEK-PP],
z31 = [ERK-P],

T332 = [ERK—PP} .

Since it is possible to compute the unphosphorylated inactive kinases Raf,
MEK and ERK via conservation laws, it is not necessary to include them as
state variables into the model. The conservation laws are given by

[Raf] + 211 = 214,
[MEK] + 221 + z22 = o,
[ERK] + 231 + 232 = @3¢,

where x4, T9; and x3; are parameters for the total concentrations of kinases.
The time dependent behavior of the MAPK cascade is described by a set of
differential equations derived from the reaction scheme shown in Figure 1 as
follows.

T11 = V1 — V2

T21 = V3 + U5 — Vg — Vg

jL‘QQ = Vg4 — Vs (31)
T31 = v7 + Vg — Vg — V10

T32 = Vg — Vg

The rate equations v are given in Table 1. The numbers correspond to the
labels in Figure 1. The slight modification which was made, compared to the
model given in [11], is in the first rate equation in which a delay is introduced
to the state variable x35.

This model has 20 parameters and 1 delay, which is treated as a parameter
as well. The nominal parameters are shown in the Table 2 and are taken from
[11]. Tt should be noted that this model with the parameters defined in Table
2 does not show any oscillations. Instead, it has a stable equilibrium z; and
solutions converge to the steady state. The aim is now to show that by using
the algorithm developed in the previous section the parameters and the delay
can be varied leading to a change in stability. To this end, a loop breaking is
defined at the point where the delay occurs, i.e. at the inhibitory feedback from
the third level of the cascade to the first one. In the open loop system, the rate
equation v; changes then to

T1t — 11

(1 + U/Ki)(Knﬂ + 1t — 1'11)'

’UgOZ) = V1

13



Table 1: Rate equations for the MAPK cascade model (31).

Rate | Equation
L1t —T11

v1 Vi (A4z32(t—7)/Ki) (Kmi1+T1e—11)

T11
Y2 V2 Kpotx11
U3 ksxq1(xor — 221 — X22)
V4 kyr11221

22
Us Vs Koins+xoo

21
Y6 V6 Kimetxoy
vy krxoo(xss — w31 — x32)
Ug ksTo2731

32
Y9 Vo Komotxao

x31

Y10 V1o Kmio+zar

Correspondingly, the loop breaking uses the output function
h(z(t — 7)) = x32(t — 7).

As a next step, the linearization of (31) has to be obtained. From the
linearization the transfer function G(&,s,7) is derived. The aim is now to find
new parameter ps and a new delay 75 for which the corresponding equilibria are
not topologically equivalent.

4.2 Results of the MAPK cascade analysis

As the first step the critical frequency branch which is considered in the analysis
has to be selected. It is suggested here that the frequency which is nearest to
the point G = 1 is selected. By taking this frequency it is guaranteed that
the computation time to find a change in stability is minimal since a change in
stability is found by forcing this intersection to move from G/(€, ngl)) < 1to
G(E,ngl)) > 1 or the other way around.

In the analysis, we compare two case studies with a different starting value
of the delay: Case 1 uses 7 = 10s, whereas Case 2 uses 7 = 300s. In both
cases, the algorithm is successful in finding a parameter vector for which sus-
tained oscillations emerge. The resulting parameter values for the two cases are
given in Table 2, and are discussed in more detail in the following sections. As
a general point, it is observed that some parameters change only very slightly,
while others change by up to 85 %. Due to the nature of the gradient-directed
continuation algorithm, it can be concluded that the parameters where a larger
change is observed have a higher influence on the occurrence of sustained os-
cillations, compared to the other parameters. Also observe that for almost all
parameters, the direction of the change in the parameter value is independent of
the value of the time delay, indicating that these parameters affect the existence
of oscillations in a qualitatively consistent manner for different time delays.

14



Table 2: Nominal and perturbed parameter values for the MAPK cascade model

Param. | py pa2, Case 1 | po, Case 2 | Unit

T 10.2343 313.8295 s

Vi 2.5 1.4901 2.6791 nM/S

K; 9 5.2438 9.4503 nM

K 10 10.1921 10.0506 nM

Vs 0.25 | 0.0460 0.2375 nM/s
Ko 8 2.7392 6.6321 nM

ks 0.001 | 0.0012 0.0011 1/(s nM)
ky 0.001 | 0.0008 0.0011 1/(s nM)
Vs 0.75 | 0.3891 0.6722 nM/s
Kps 15 3.0475 9.7977 nM

Vs 0.75 | 1.3908 1.0945 nM/s
K6 15 12.6621 13.8714 nM

kr 0.001 | 0.0003 0.0006 1/(s nM)
ks 0.001 | 0.0009 0.0010 1/(s nM)
Vo 0.5 0.4449 0.5126 nM/s
K9 15 14.8553 14.8626 nM

V1o 0.5 0.7860 0.6849 nM/s
K10 15 12.4946 13.7226 nM

1y 100 104.0892 102.7038 nM

Toy 300 401.6220 367.0280 nM

3¢ 300 422.2445 345.3910 nM
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4.2.1 Case 1: 7=10s

In this case, the critical frequency branch @, is the one farthest to the right on
the imaginary axis. After applying some iterations for a selected @.., the Newton-

method results in w£°>

= 0.0153s~!. The corresponding transfer function value

is y(wgo) = 0.0153s71) = 0.1501, corresponding to the equilibrium Z; being
stable in the closed loop system.

The final transfer function value at the critical frequency is v(&.) = 3.5954,

which is reached after 20 iterations of the algorithm. The delay changes by 2%,

but other parameters change up to 85%, e.g. V.

4.2.2 Case 2: 7 =300s

In this case, we again consider the critical frequency branch . which is farthest
to the right on the imaginary axis. After applying some iterations for a se-
lected @5(’), the Newton-method results in w'" = 0.0051s~1. The corresponding
transfer function value is fy(wgz) = 0.0051s71) = 0.6950, corresponding to the
equilibrium Z; being stable in the closed loop system.

The final value is y(@.) = 1.7877, as shown in Figure 2(b), which is reached
after 18 iterations. In this experiment not all the parameters change throughout
the analysis. The delay changes by 4%, but other parameters change up to 40%,
e.g. k7. Trajectories of the perturbed system and the Nyquist plot for three
selected parameters and delay found during the bifurcation search are displayed
in Figure 2.

5 SUMMARY AND CONCLUSIONS

In this paper, the loop breaking approach for bifurcation search, originally pre-
sented in [11] for ordinary differential equations, is extended to time delay sys-
tems. While the basic idea is the same as in the previous case [11], the fact
that the transfer function of a time delay system has an infinite number of
crossings with the real axis requires a different approach to the computation
of critical frequencies. Then, based on an analytical characterization of critical
points in these systems, we develop an algorithm which allows to systemati-
cally search specifically for either static or dynamic bifurcations in a potentially
high-dimensional parameter space.

Although the method has been formulated for systems with a single time
delay only in this paper, it is also directly applicable to systems with multiple
time delays, if the transfer function can be written as in (14). This is for example
the case if multiple delays are situated along one signal flow path in the system
without further intertwined feedback loops.

The developed method is particularly useful for biochemical systems, where
many parameters are uncertain and may be subject to variations. In the paper,
we illustrate the benefits of the proposed methods by applying it to a model of a
MAPK cascade, which is a frequent module in biochemical signaling pathways.
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Figure 2: Solutions and nyquist plot for Case 2 (7 = 300s) Dotted line corre-
sponds to starting parameter values p;, dashed line to intermediate parameter
values during the bifurcation search, and full line to final parameter values ps.

17



In this case study, our algorithm is able to determine a variation in the parameter
values which leads to the emergence of sustained oscillations. By the nature of
the gradient-directed continuation algorithm, it is also possible to evaluate which
parameters are most relevant for the occurrence of the considered change in the
dynamical behavior.
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