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Abstract: With the rapid development of sensor technology, bearing/angle measurements are becoming
cheaper and more reliable, which motivates the study of angle-based formation shape control. This
work studies how to achieve angle-based formation control and velocity alignment at the same time,
in which all agents can form a desired angle-rigid formation and translate with the same velocity
simultaneously. The agents’ communication topology for the achievement of velocity alignment is
described by a connected graph, while the formation shape is determined by a set of angles that are
associated with triangles within the formation and computed using bearing measurements. A simulation
example validates the effectiveness of the theoretical results.
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1. INTRODUCTION

Multi-agent distributed control has been widely studied re-
cently in the community of systems and control, and one of
the fundamental problems is formation control Anderson et al.
(2008); Oh et al. (2015), etc. For the formation control problem,
different approaches have been proposed under different for-
mation shape descriptions and applicable measurements, e.g.,
relative positions, distances, bearings, and angles, see e.g., Oh
et al. (2015); Anderson et al. (2008); Zhao and Zelazo (2019);
Ahn (2019). For a formation shape described by relative po-
sitions, the formation control algorithms presented in Oh and
Ahn (2014) require all agents’ coordinate frames to be exactly
aligned, i.e., the orientations of all agents’ coordinate frames
should be the same. Relaxing the requirement on the align-
ment of coordinate frames, formation control algorithms are
designed in Krick et al. (2009) which employ distances for the
formation shape description and use local relative positions as
the measurements. Recently, with the aid of rapid development
in sensor technology, vision-based sensors can be used to pro-
duce bearing/angle information Zhao and Zelazo (2019); Jing
et al. (2019). These developments enable applications of the
bearing rigidity and bearing-only formation control algorithms
Zhao and Zelazo (2016). By employing interior angles as the
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formation shape description and local bearings as the measure-
ments, a triangular formation control algorithm is designed in
Basiri et al. (2010). Further in Chen et al. (2019), the extension
of Basiri et al. (2010) to arbitrary number of agents under a
special set of angle constraints is studied. However, none of the
agents’ moving velocities are controlled in Basiri et al. (2010);
Chen et al. (2019), and in both cases a stationary formation
is asymptotically obtained. As such, the obtained stationary
formations fall short of what is required in practical situations,
e.g., formation flying of fixed wing aircraft. To attain a nonzero
velocity, the works in Deghat et al. (2018) and Deghat et al.
(2016) combine distance-based formation shape control and
velocity alignment for single- and double-integrator systems,
respectively, in which the use of angle or bearing measurements
is not addressed.

Motivated by the advantages of bearing measurements and the
practical requirements of securing nonzero velocity, the goal of
this paper is to design a control algorithm such that a group
of agents can achieve the desired angle rigid formation and
move with the same velocity simultaneously. The characteris-
tics of the proposed control algorithm include the following: (1)
For the designed control algorithm, bearing measurements are
needed, while neither distance information nor relative position
measurements are required. (2) Asymptotically, all agents will
achieve the desired angle-described formation shape and move
with the same non-zero velocity. (3) The formation shape is
free up to scaling, as well as overall orientation and location of
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centroid. (4) The common alignment velocity is not determined
by a leader, but evolves essentially as a consensus value.

2. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we introduce the basic preliminaries, including
relevant graph theory, bearing measurements, and the concept
of an angle rigid formation. Then the research problem is
formally formulated.

2.1 Graph theory

Let G(V, E) be an undirected graph describing the communica-
tion topology between pairs of agents. Here, V = {1, · · · , N}
is the vertex set with N vertices, each of which corresponds to
one agent, and E ⊂ V × V is the edge set, where (i, j) ∈ E
if agents i and j can communicate with each other. Agent
i’s neighbor set Ni denotes the set of all the agents that can
communicate with agent i. Let L = [Lij ] be the Laplacian
matrix associated with G, in which for i 6= j, Lij = −1 if
there is an edge between j and i, and Lij = 0 otherwise,
and Lii = −

∑N
j=1 Lij . A path between nodes vi1 and vis

is a sequence of edges (vi1 , vi2), (vi2 , vi3), ..., (vis−1
, vis) with

distinct nodes vik , k = 1, ..., s. A graph is said to be connected
if for each pair of distinct vertices vi and vj , there is a path be-
tween them. Now, we adopt the following common assumption
Assumption 1. The communication graph G is connected.
Lemma 1. Ren and Beard (2008) If Assumption 1 holds, then
λ1(L) = 0 < λ2(L) ≤ · · · ≤ λN (L), where λi(L) denotes the
ith real eigenvalue of the matrix L with an ascending order.

2.2 Bearing measurements

Agent i measures the bearing φij ∈ [0, 2π), j ∈ N̄i towards
agent j evaluated counter-clockwise from agent i’s local X-
axis; here N̄i denotes the set of all the agents to which agent i
can measure the bearing. For a triangular formation, N̄i = {(i+
1) mod 3, (i− 1) mod 3} ∈ {1, 2, 3}, and φi(i+1) = φ31 when
i = 3, φi(i−1) = φ13 when i = 1. First, we introduce the
auxiliary angle

θi = |φi(i+1) − φi(i−1)| ∈ [0, 2π), (1)
which is the angle measured counter-clockwise from
min{φi(i+1), φi(i−1)} to max{φi(i+1), φi(i−1)} with respect to
agent i’s local X-axis. Then, we define the interior angle αi to
be

](i− 1)i(i+ 1) = αi =

{
θi, if θi ≤ π
2π − θi, otherwise

(2)

where αi ∈ [0, π] represents agent i’s interior angle in the
triangle (i− 1)i(i+ 1), see Fig. 1.
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Fig. 1. The bearing measurements.

2.3 Angle rigid formation

Different from the formation described by displacements, dis-
tances and/or bearings, the formation in this work is described
by a set of triple-agent angles. To guarantee that the desired
formation is unique under the given angle constraints (up to
scaling, translation and rotation), the formation is required to
be angle rigid. In the following, we briefly introduce how to
construct an angle rigid formation by building it up through a
series of steps which add one vertex at a time to an already
angle rigid structure. The construction is similar to a sequence
of Henneberg vertex addition steps, see e.g. Tay and Whiteley
(1985); for more details about angle rigidity, we refer the read-
ers to Chen et al. (2019).

To construct an angle rigid formation, we first define an angle
setA ⊂ V×V×V corresponding to the angle constraints, where
each member ofA has three ordered vertices. Certain orderings
of certain sets A then allow the recursive construction of the
formation, in the following way.

Step 1: The first three entries of A correspond to three inte-
rior angles of a triangle with vertices 1, 2 and 3, the angles
being ]312, 123, 231. Using these three values one constructs
the first triangular formation 4123 by three interior angles
]312,]123,]231. The scale is free (and actually determines
the scale of the whole formation).

Step 2: One adds vertex 4 to the formation. This requires
knowledge of the next two elements ofA, which must be one of
the following three possibilities: 142 and 243, 142 and 143, or
243 and 143. Note that 4 is the vertex at which angles subtended
by two other vertices are measured. For example, in Fig. 2,
point 4 is merged by adding two angle constraints: ]142, ]243.

...

Step k− 2: Merging point k by adding two angle constraints of
the form: ]j1kj2 and ]j2kj3, j1, j2, j3 ∈ {1, ..., k − 1}, j1 6=
j2 6= j3.

...

Step N − 2: Merging point N by adding two angle constraints:
]i1Ni2 and ]i2Ni3, i1, i2, i3 ∈ {1, ..., N − 1}, i1 6= i2 6= i3.

1

2 3

4

142
243

5

253

354

6

264
364

…...

Fig. 2. Formation construction staring from a triangular shape.

According to the above (N−2) steps, the angle set can be writ-
ten into A = {(3, 1, 2), (1, 2, 3), (2, 3, 1), (1, 4, 2), (2, 4, 3),
· · · , (j1, k, j2), (j2, k, j3), · · · , (i1, N, i2), (i2, N, i3)}. Accord-
ing to the Type-1 vertex addition in Chen et al. (2019) and
(Chen et al., 2019, Proposition 2), one has that the above con-
structed formation is angle rigid. To guarantee the uniqueness
of each merging point in Steps 2 to (N − 2) or global angle
rigidity of the formation, the following assumption is given.
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Assumption 2. In each merging step, the new adding point i
under the two angle constraints j1ij2 and j2ij3 is unique.
Remark 1. Note that the uniqueness in Assumption 2 can al-
ways be guaranteed by using signed angles ]jik ∈ [0, 2π)
because each signed angle constraint represents an arc and two
arcs with one common starting point have at most one intersec-
tion; see (Chen et al., 2019, Proposition 2). Because only local
stability is considered in this work, we still use ]jik ∈ (0, π)
in the following analysis.

2.4 Problem formulation

Consider all agents moving in the plane, and each agent is
governed by the following single-integrator dynamics

ṗi = ui, (3)
where i represents the ith agent, pi ∈ R2 is the position
vector for agent i, and ui ∈ R2 is the velocity control input
to be determined. The goal of this paper is to design a control
algorithm ui for each agent i, i = 1, · · · , N such that the multi-
agent systems can achieve:

(1) Velocity alignment: all agents achieve the same translational
velocity

limt→∞[ṗi(t)− ṗj(t)] = 0,∀i, j ∈ V. (4)

(2) The desired angle rigid formation described by A: the first
three agents achieve the desired triangular shape

limt→∞ ei(t) = limt→∞(αi(t)− α∗i ) = 0,∀i = 1, 2, 3, (5)
where α∗i ∈ (0, π) denotes agent i’s desired interior angle, and
naturally α∗1 + α∗2 + α∗3 = π.

Each agent from 4 to N achieves the desired two angles
limt→∞ ei1(t) = limt→∞(αj1ij2(t)− α∗j1ij2) = 0, (6)

limt→∞ ei2(t) = limt→∞(αj2ij3(t)− α∗j2ij3) = 0, (7)
where i = 4, · · · , N , j1 < i, j2 < i, j3 < i, and α∗j1ij2 ∈
(0, π), α∗j2ij3 ∈ (0, π) denote agent i’s two desired angles
formed with agents j1, j2, j3 ∈ {1, 2, ..., N − 1}.

3. MAIN RESULTS

In this section, we first introduce the control algorithm design.
Then, the angle dynamics of the first three agents and the agents
from 4 to N will be given, respectively. Finally, we provide
the stability analysis for the closed-loop angle dynamics and
velocity alignment dynamics.

3.1 Control algorithm design

In Basiri et al. (2010), by using the bearing measurements, three
agents asymptotically achieved a stationary triangular forma-
tion shape described by three interior angles α∗i , i = 1, 2, 3. In
Basiri et al. (2010), each agent’s dynamics are governed by

ṗi = ui = vsi

[
cosβi
sinβi

]
, i = 1, ..., 3, (8)

where pi ∈ R2 denotes the position of agent i, and vsi ∈ R
is the speed, and the heading angle βi is defined counter-
clockwise with respect to agent i’s local X-direction and al-
ways takes its value from [0, 2π). Both vsi and βi are the control
inputs to be determined. The control algorithm designed in
Basiri et al. (2010) is

vsi = −ki(αi − α∗i ), i = 1, 2, 3, (9)

βi =

{
αi/2 + min{φi(i+1), φi(i−1)}, if θi ≤ π
αi/2 + max{φi(i+1), φi(i−1)}, if θi > π

(10)

which physically means that agent i always moves towards
the bisector of the interior angle αi with the speed |ki(αi −
α∗i )|, where ki is a positive constant. Actually, when the three
agents are not collinear, the control algorithms (9)-(10) can be
equivalently written as

ui = −ki(αi − α∗i )
zi(i+1) + zi(i−1)

‖zi(i+1) + zi(i−1)‖
, (11)

where the unit vector zi(i+1) = pi+1−pi
‖pi+1−pi‖ =

[
cosφi(i+1)

sinφi(i+1)

]
is a function of the bearing φi(i+1). In the following analysis,
we also term zij as a bearing or bearing vector since zij has
a unique correspondence to φij when pi 6= pj . Then the
interior angle αi can be obtained by cosαi = zT

i(i+1)zi(i−1)
for αi ∈ (0, π). For later convenience, we choose a variation
on the above law, which preserves the direction of the vector
ui but changes its magnitude. To be specific, the formation
stabilization control law is designed as

ui = −ki(αi − α∗i )(zi(i+1) + zi(i−1)). (12)

Now, to achieve velocity alignment as well as shape stabiliza-
tion, and to move beyond just three agents, we first generalize
the formation stabilization control law (12) to handle an arbi-
trary number of agents and then embed within it a virtual ve-
locity variable yi which is governed by the velocity alignment
dynamics. To be specific, we design the angle-based formation
control algorithm and velocity alignment dynamics by

ui = −ki
∑

(j,i,k)∈A
(αjik − α∗jik)(zij + zik) + yi, (13)

εẏi = −
∑

j∈Ni

(yi − yj), (14)

where ki > 0, ε is a small positive constant, and yi is an internal
state of the system which can be seen as a virtual velocity
variable and is governed by single-integrator dynamics.

Now, we present the main result of this paper.
Theorem 1. Consider N agents governed by (3). If Assump-
tions 1-2 hold, under the control algorithms (13)-(14), the ve-
locity alignment (4) and angle rigid formation (5)-(7) can be
achieved locally.

The proof of this theorem is given in the following subsections.

3.2 Angle dynamics of the multi-agent systems

In this subsection, we aim to obtain the angle dynamics of the
multi-agent systems under the control algorithm (13). Accord-
ing to the definition of the angle set A, we first analyze the
angle dynamics of the first three agents, and then the agents
from 4 to N . Differently from Basiri et al. (2010), we use the
dot product of two bearings to obtain the angle dynamics, i.e.,

cosαi = zT
i(i+1)zi(i−1) and α̇i =

żT
i(i+1)zi(i−1)+z

T
i(i+1)żi(i−1)

− sinαi
.

According to the Appendix A, one has the following description
of the closed-loop angle dynamics of the first three agents

ė = [α̇1 α̇2 α̇3]T = F (e)e+H(e, y)

=

[−g1 f12 f13
f21 −g2 f23
f31 f32 −g3

][
α1 − α∗1
α2 − α∗2
α3 − α∗3

]
+

[
h1
h2
h3

]
, (15)

where ei is defined in (5), lij = ‖pi − pj‖, and gi =
(sinαi)(ki/li(i+1) + ki/li(i−1)), fij = kj(sinαj)/lij , hi =
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(yi−yi+1)
T[zi(i−1)−zi(i+1) cosαi]

li(i+1) sinαi
− (yi−1−yi)T[zi(i+1)−zi(i−1) cosαi]

li(i−1) sinαi
.

Since e1 +e2 +e3 ≡ 0, one has ė1 + ė2 + ė3 ≡ 0 which implies
that the dynamics of e1, e2 and e3 are dependent on each other.
To analyze the stability of (15), we consider the sub-dynamics
of (15)

ės =

[
ė1
ė2

]
=

[
−(g1 + f13) f12 − f13
f21 − f23 −(g2 + f23)

] [
e1
e2

]
+

[
w̃11 w̃12 w̃13

w̃21 w̃22 w̃23

] [y2 − y1
y3 − y2
y1 − y3

]
=F1(es)es +W1(es)Y1(y1, y2, y3), (16)

where w̃11 = (z12 cosα1−z13)
T

l12 sinα1
,w̃12 = 0, w̃13 = (z12−z13 cosα1)

T

l13 sinα1
,

w̃21 = (z23−z21 cosα2)
T

l12 sinα2
, w̃22 = − (z21−z23 cosα2)

T

l23 sinα2
, w̃23 = 0.

Now, we aim at obtaining the angle dynamics of agents 4 to N .
We first consider agent 4, then use induction to obtain the angle
dynamics of the remaining agents. For agent 4, (13)-(14) can be
written as

u4 =− k41(α142 − α∗142)(z41 + z42)

− k42(α243 − α∗243)(z42 + z43) + y4, (17)

εẏ4 = −
∑

j∈N4

(y4 − yj), (18)

where k41 and k42 are positive constants. By following a similar
analysis in Appendix A, the angle dynamics of e41 and e42
under the control algorithm (17) can be obtained as follows:

ė4 =[α̇142 α̇243]T

=F4(e4)e4 +H4(e4)es +W4(e4)Y4(y1, y2, y3, y4)

=

[
−w1 r12
r21 −w2

] [
α142 − α∗142
α243 − α∗243

]
+

[
h11 h12
h21 h22

] [
e1
e2

]
+

[
w11 w12 w13

w21 w22 w23

] [y1 − y4
y2 − y4
y3 − y4

]
, (19)

where e4 = [α142 − α∗142 α243 − α∗243]
T, w1 = (k41/l41 +

k41/l42)(sinα142), w2 = (k42/l43 +k42/l42)(sinα243), r12 =

−k42(sinα142+sinα143)
l41

+k42 sinα243

l42
, r21 = −k41(sinα243+sinα143)

l43

+k41 sinα142

l42
, h11 =

k1z
T
42Pz41

(z12+z13)

l41 sinα142
, h12 =

k2z
T
41Pz42

(z21+z23)

l42 sinα142
,

h21 = −k3
zT
42Pz43 (z31+z32)

l43 sinα243
, h22 = k2

zT
43Pz42 (z21+z23)

l42 sinα243
−

k3
zT
42Pz43 (z31+z32)

l43 sinα243
, w11 = − zT

42Pz41

l41 sinα142
, w12 = − zT

41Pz42

l42 sinα142
,

w13 = 0, w21 = 0,w22 = − zT
43Pz42

l42 sinα243
, w23 = − zT

42Pz43

l43 sinα243
.

The form of the agent dynamics for agents 5 to N is similar
to the form of agent 4. For agent i, 4 < i ≤ N which has
two desired angles α∗j1ij2 , α

∗
j2ij3

, j1 < i, j2 < i, j3 < i the
equations are as follows:
ėi =[ėi1 ėi2]T = [α̇j1ij2 α̇j2ij3 ]T

=Fi(ei)ei +Hi(ei)efi +Wi(ei)Yi(yj1 , yj2 , yj3 , yi)

=

[
−w̄1 r̄12
r̄21 −w̄2

] [
αj1ij2 − α∗j1ij2
αj2ij3 − α∗j2ij3

]
+

[
h̄11 h̄12 h̄13
h̄21 h̄22 h̄23

] [ej1
ej2
ej3

]

+

[
w̄11 w̄12 w̄13

w̄21 w̄22 w̄23

][yj1 − yi
yj2 − yi
yj3 − yi

]
, (20)

where ei =
[
αj1ij2 − α∗j1ij2 αj2ij3 − α

∗
j2ij3

]T
, w̄1 = (ki1/lij1+

kij1/lij2)(sinαj1ij2), w̄2 = (ki2/lij3 + ki2/lij2)(sinαj2ij3),
r̄12 = −ki2(sinαj1ij2+sinαj1ij3 )

lij1
+

kij2 sinαj2ij3

lij2
,

r̄21 = −ki1(sinαj2ij3+sinαj1ij3 )

lij3
+

ki1 sinαj1ij2

lij2
,

h̄11 = kj11
zT
ij2
Pzij1

(zj1 j̄11
+zj1 j̄12

)

lij1 sinαj1ij2
+kj12

zT
ij2
Pzij1

(zj1 j̄12
+zj1 j̄13

)

lij1 sinαj1ij2
,

h̄12 = kj21
zT
ij1
Pzij2

(zj2 j̄21
+zj2 j̄22

)

lij2 sinαj1ij2
+kj22

zT
ij1
Pzij2

(zj2 j̄22
+zj2 j̄23

)

lij2 sinαj1ij2
,

h̄13 = 0, h̄21 = 0, h̄22 = kj21
zT
ij3
Pzij2

(zj2 j̄21
+zj2 j̄22

)

lij2 sinαj2ij3
+

kj22
zT
ij3
Pzij2

(zj2 j̄22
+zj2 j̄23

)

lij2 sinαj2ij3
, h̄23 = kj31

zT
ij2
Pzij3

(zj3 j̄31
+zj3 j̄32

)

lij3 sinαj2ij3
+

kj32
zT
ij2
Pzij3

(zj3 j̄32
+zj3 j̄33

)

lij3 sinαj2ij3
, w̄11 = −

zT
ij2
Pzij1

lij1 sinαj1ij2
, w̄12 =

−
zT
ij1
Pzij2

lij2 sinαj1ij2
, w̄13 = 0, w̄21 = 0, w̄22 = −

zT
ij3
Pzij2

lij2 sinαj2ij3
, w̄23 =

−
zT
ij2
Pzij3

lij3 sinαj2ij3
, and j̄11, j̄12, j̄13 ∈ N̄j1 are agent j1’s three

neighbors. Then, one has the overall compact form of the angle
dynamics

ėa = [ė1 ė2 ė41 ė42 · · · ėN2] = A(ea)ea +Ba(ea)Ya (21)

=


F1(es) 0 0 · · · 0
H4(e4) F4(e4) 0 · · · 0
· · · · · · · · · · · · · · ·

Hi(ei) · · · Fi(ei) · · · 0
· · · · · · · · · · · · · · ·

HN (eN ) · · · · · · · · · FN (eN )




es
e4
· · ·
ei
· · ·
eN



+


W1(es) 0 0 · · · 0

0 W4(e4) 0 · · · 0
· · · · · · · · · · · · · · ·
· · · · · · Wi(ei) · · · · · ·
· · · · · · · · · · · · · · ·
0 0 0 · · · WN (eN )




Y1
Y4
· · ·
Yi
· · ·
YN

 .

3.3 Stability analysis

In this subsection, our aim is to establish the local stability of
the closed-loop angle dynamics and velocity dynamics. First,
we focus on the homogeneous part of the angle dynamics (21),
i.e.,

ėa = A(ea)ea. (22)

The stability of (22) depends on the property of asymmetric
matrix A(ea). We assume that the initial angle errors ea(0)
are sufficiently small, and then check that F1(es)|es=0 and
Fi(ei)|ei=0, i = 4, · · · , N are Hurwitz. By the Hartman-
Grobman theorem Wiggins (2003) this will establish that (22)
is locally exponentially stable.

For A1 = F1(es)|es=0, one has

tr(A1) = −g1 − f13 − g2 − f23 < 0, (23)

det(A1) =(g1 + f13)(g2 + f23)− (f21 − f23)(f12 − f13)

>g1f23 + g2f13 + f21f13 + f12f23 > 0, (24)

where we have used the fact that g1g2 > f21f12, and tr()
and det() denote the trace and determinant of a square matrix,
respectively. Therefore, F1(es)|es=0 is Hurwitz.

For A4 = F4(e4)|e4=0, one has

tr(A4) = −w1(α∗)− w2(α∗) < 0, (25)
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det(A4)

k1k2
=

(sinα∗142 sinα∗243 + sin2 α∗243 + sinα∗243 sinα∗143)
1

l∗42l
∗
43

+ (sinα∗142 sinα∗243 + sin2 α∗142 + sinα∗142 sinα∗143)
1

l∗42l
∗
41

− sinα∗142 sinα∗143 + sinα∗143 sinα∗243 + sin2 α∗143
l∗41l
∗
43

, (26)

where l∗ij corresponds to the distance between agents i and j in
the desired formation shape. Then, if det(A4) > 0, one has that
A4 is Hurwitz. It can be observed that det(A4) > 0 if l∗41 > l∗42
and l∗43 > l∗42 hold because

l∗43 sinα∗142 sinα∗143 > l∗42 sinα∗142 sinα∗143, (27)
l∗41 sinα∗143 sinα∗243 > l∗42 sinα∗143 sinα∗243, (28)

and
sin2 α∗143 =[sinα∗142 cosα∗243 + cosα∗142 sinα∗243]2

= sin2 α∗142 cos2 α∗243 + cos2 α∗142 sin2 α∗243
+ 2 sinα∗142 cosα∗243 cosα∗142 sinα∗243, (29)

and
l∗41 sin2 α∗243 > l∗42 sin2 α∗243 cos2 α∗142, (30)
l∗43 sin2 α∗142 > l∗42 sin2 α∗142 cos2 α∗243, (31)

l∗41 sinα∗142 sinα∗243 + l∗43 sinα∗142 sinα∗243
> 2l∗42 sinα∗142 sinα∗243
> 2l∗42 sinα∗142 cosα∗243 cosα∗142 sinα∗243. (32)

Therefore, one has that A4 = F4(e4)|e4=0 is Hurwitz. Sim-
ilarly, by using condition l∗ij1 > l∗ij2 and l∗ij3 > l∗ij2 , one
also has Ai = Fi(ei)|ei=0, i = 5, · · · , N are Hurwitz. By
using characteristic polynomial to calculate the eigenvalues of
A(ea)|ea=0, one has that if A(ea)|ea=0 is lower triangular and
all its diagonal block matrices are Hurwitz, then A(ea)|ea=0 is
also Hurwitz (Bernstein, 2009, Proposition 5.5.13).

Now, we consider the velocity alignment dynamics (14), which
can be written as the compact form

εẏ = −(L ⊗ I2)y, (33)
where y = [yT

1 , · · · , yT
N ]T ∈ R2N , and⊗ denotes the Kronecker

product. Following the approach employed in Deghat et al.
(2018), we define P1 ∈ R2N×2N as an orthonormal matrix
whose first two rows are 1T⊗I2√

N
and define ȳ as

ȳ = P1y. (34)
Then, one has the overall dynamics of the multi-agent systems

ėa = A(ea)ea +Ba(ea)Ya, (35)

ε ˙̄y = −P1(L ⊗ I2)P T
1 ȳ, (36)

Ya = (C ⊗ I2)y = (C ⊗ I2)P T
1 ȳ, (37)

where C ∈ R(3N−3)×2N and C12N = 0. Note that

P1(L ⊗ I2)P T
1 =

[
02×2 0

0 L̂

]
, (38)

where L̂ ∈ R(2N−2)×(2N−2) is positive definite under Assump-
tion 1. Let ȳ be partitioned as ȳ = [yoT ŷT]T where yoT is a
2-vector and ŷ is a 2N − 2 vector.

In the following, we use the singular perturbation approach
Deghat et al. (2018); Khalil (2002) to obtain the stability of
the overall dynamics (36) and the impact of parameter ε on
the system convergence rate. Denote Ā = A(ea)|ea=0. Let
Q2 be an arbitrary positive definite symmetric matrix, since Ā

is Hurwitz, there exists a constant and positive definite matrix
P2 ∈ R(2N−4)×(2N−4) satisfying Q2 = −[P2Ā + ĀTP2]. The
angle dynamics (35) can be written as

ėa = Āea + g(ea) +Ba(ea)Ya, (39)

where g(ea) = [A(ea)−Ā]ea satisfies that for any γ > 0, there
exists a small r > 0 such that ‖g(ea)‖ < γ‖ea‖,∀‖x‖ < r
(Khalil, 2002, Theorem 4.7). Consider the following Lyapunov
function

V1 = 0.5[(1− d)eT
aP2ea + dŷTŷ], (40)

where 0 < d < 1. Taking the time-derivative of (40) yields

V̇1 =− (1− d)eT
aQ2ea −

d

ε
ŷTL̂ŷ (41)

+
1− d

2
eT
aP2Ba(ea)C̄P T

1

[
yo

ŷ

]
+ (1− d)eT

aP2g(ea),

where C̄ = C ⊗ I2. According to the definition of C and P1,
the first two columns of C̄P T

1 are zero, which implies that

C̄P T
1

[
yo

ŷ

]
= C̄P T

1

[
0
ŷ

]
. (42)

Note that ‖P T
1 [0 ŷT]T‖ = ‖ŷ‖, and ‖g(ea)‖ < γ‖ea‖ and

eTa P2Ba(ea)C̄P T
1 [0 ŷT]T ≤ ‖ea‖‖P2‖‖B̄a‖‖C̄‖‖ŷ‖,∀‖x‖ <

r. Then, one has

V̇1 ≤ − [‖ea‖ ‖ŷ‖]Q3

[
‖ea‖
‖ŷ‖

]
, (43)

where

Q3 =

(1− d)[λ1(Q2)− γ‖P2‖] −
(1− d)‖P2‖‖B̄a‖‖C̄‖

2

− (1− d)‖P2‖‖B̄a‖‖C̄‖
2

d

ε
λ1(L̂)

 .
Then, we aim at showing that Q3 is positive definite such that
V̇1 ≤ 0. Since the trace of Q3 is positive, we only need to show
the determinant of Q3 is positive. Note that det(Q3) > 0 if

d

1− d
≥ ε(‖P2‖‖B̄a‖‖C̄‖)2

4[λ1(Q2)− γ‖P2‖]λ1(L̂)
. (44)

So for any given ε > 0, we can choose d, which might be close
to 1 for small values of ε, such that (44) holds. By following a
similar analysis to that in Basiri et al. (2010), one can obtain the
maximum value of ε to guarantee the stability (which is omitted
due to page limitations). In practice, the velocity alignment
dynamics should be faster than the stabilization of formation
shape, which implies that ε should be sufficiently small.

4. SIMULATION

In this section, we use a numerical simulation to demonstrate
the effectiveness of the theoretical results. We consider 4 a-
gents, and their initial states are p1(0) = [0, 1.2]T , p2 =

[0.3, 0]T , p3 = [
√

3, 0]T , and p4 = [0.5,−2]T . The desired
formation shape is described by 5 angles, the value of which
are [α∗1, α

∗
2, α
∗
3, α
∗
142, α

∗
243] = [60o, 60o, 60o, 72o, 62o]. Under

the control of (14), the formation trajectories and the change of
angle errors ei are given in Fig. 3. It can be seen in Fig. 3 that
asymptotically all the agents move in the same direction with
the same speed and the angle errors converge asymptotically to
zero.
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Fig. 3. Simulation results

5. CONCLUSION

This paper has studied the angle-based formation shape control
with velocity alignment, which enables all agents to form
a desired angle rigid formation and translate with the same
velocity simultaneously. The agents’ communication topology
for the achievement of velocity alignment is described by a
connected graph, and the formation shape is described by a
set of triple-agent angles. Future work will concentrate on the
study of global or almost global convergence, flocking with one
leader, and mismatched measurement of angles.
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APPENDIX. A

Different from Basiri et al. (2010), we use the dot product of
two bearings to obtain the angle dynamics. Take agent 1 as an
example,

d(cosα1)

dt
= − sin(α1)α̇1 =

d(zT
12z13)

dt
= żT

12z13 + zT
12ż13.

(45)

Since for x ∈ R2, x 6= 0, d
dt (

x
‖x‖ ) =

Px/‖x‖
‖x‖ ẋ where Px/‖x‖ =

I2 − x
‖x|

xT

‖x‖ and I2 is a 2× 2 identity matrix, one has

ż12 =
Pz12

l12
(u2 − u1) =

Pz12

l12
[−k2(α2 − α∗2)(z23 + z21)

+ k1(α1 − α∗1)(z13 + z12) + y2 − y1].

Then, one has

żT
12z13 =

1

l12
[k1(sin2 α1)(α1 − α∗1)− k2(sinα1 sinα2)×

(α2 − α∗2) + (y2 − y1)Tz13 − (y2 − y1)Tz12 cosα1].

Similarly, one obtains

zT
12ż13 =

1

l13
[k1(sin2 α1)(α1 − α∗1)− k3(sinα1 sinα3)×

(α3 − α∗3) + (y3 − y1)Tz12 − (y3 − y1)Tz13 cosα1].

By using (45), one has agent 1’s angle dynamics

α̇1 =− (sinα1)(
k1
l12

+
k1
l13

)(α1 − α∗1) +
k2 sinα2

l12
(α2 − α∗2)

+
k3 sinα3

l13
(α3 − α∗3)− (y2 − y1)T(z13 − z12 cosα1)

l12 sinα1

− (y3 − y1)T(z12 − z13 cosα1)

l13 sinα1
. (46)

Similarly, one can also obtain the angle dynamics of α2 and α3

α̇2 =− (sinα2)(
k2
l21

+
k2
l23

)(α2 − α∗2) +
k1 sinα1

l21
(α1 − α∗1)

+
k3 sinα3

l23
(α3 − α∗3)− (y1 − y2)T(z23 − z21 cosα2)

l12 sinα2

− (y3 − y2)T(z21 − z23 cosα2)

l23 sinα2
. (47)

α̇3 =− (sinα3)(
k3
l31

+
k3
l32

)(α3 − α∗3) +
k1 sinα1

l31
(α1 − α∗1)

+
k2 sinα2

l32
(α2 − α∗2)− (y2 − y3)T(z31 − z32 cosα3)

l32 sinα3

− (y1 − y3)T(z32 − z31 cosα3)

l13 sinα3
. (48)
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