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Abstract: With the growing concern on energy consumption, optimization and control of
Geothermal Heat Pump (GHP) systems have become a research hotspot, which can help solve
the problem of building energy conservation and shortage. The superiority of current control
schemes of GHP systems is often reflected on an individual building with a separate GHP
system. However, with the development of urban construction and the increase of population
density, study on the district/area case in built-up areas deserves more attention. This paper
focuses on typical cases of one GHP system serving multiple buildings and the community-level
coordination of GHP systems. In particular, we present a high-order thermal dynamic model
of radiator pipes combined with a commonly used second-order resistance-capacitance model
for radiator heating/cooling. We design controllers to improve the efficiency of heat pumps and
the ability to track a given nominal point of electrical power consumption in a distributed way,
without sacrificing too much user comfort. Simulation results show that the proposed real-time
distributed temperature control schemes are effective.

Keywords: Building automation, temperature control, distributed control, building energy
management, geothermal heat pump, optimization.

1. INTRODUCTION

According to International Energy Agency, the energy
consumption of the building sector occupies more than
a third of the global energy consumption, and results in
approximately 40% of greenhouse gas emissions and 70%
of electricity use (Amara et al. (2015)). Building energy
consumption is imputable mainly to Heating Ventilation
and Air Conditioning (HVAC) systems, which account for
50% of energy consumption (Pérez-Lombard et al. (2008)).
Improving the efficiency of the HVAC system without
sacrificing the user comfort has attracted considerable
attention recently as a way to assist in reducing building
energy consumption.

Among different HVAC systems, the Geothermal Heat
Pump (GHP) system has increased in popularity for heat-
ing and cooling due to the advantages of high efficiency,
low emission, economy and good performance on the user
comfort. As stated in Self et al. (2013), the GHP system
can generate 3 ∼ 5kWh heat/cold energy from 1kWh
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electricity. Besides, gas emission of the GHP system is
about 70% less than the electric resistance heating with
standard air-conditioning equipment, and 40% less than
that of air-source heat pump systems (Tahersima et al.
(2011)). Moreover, compared with traditional heating and
cooling strategies, the GHP system can save 30 ∼ 70% of
the operating cost of heating and 20 ∼ 50% of cooling for
the residents on average, see Informative (2019).

The optimization and control of the GHP systems are
particularly important in achieving efficient use of heat
pumps and energy saving. Until now, many literature
have discussed different control techniques related to ra-
diator systems and radiant floor heating systems with
GHP. For floor heating, ON/OFF control (Madani et al.
(2011)) and Proportional-Integral-Derivative (PID) con-
trol (Afram and Janabi-Sharifi (2016)) can adjust heat flux
transmitted through floor to maintain room temperature
in a desired range. These conventional controllers can
be simply implemented, while they could cause thermal
fluctuations and decrease the user comfort. Also, the ef-
fect of dead-band is hard to avoid. Advanced controllers,
including predictive control (Joe and Karava (2019)) and
learning-based control (Al Shibli and Mathew (2019)),
can largely improve the performance of the radiant floor
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heating systems on energy saving. Nevertheless, for multi-
ple connected zones, the above-mentioned methods have
to spend huge costs for modeling, data collection, ex-
pert monitoring and deployment. For radiator heating,
the optimal control combined with a PID controller can
save energy and maintain the user comfort in the build-
ing, see Maivel and Kurnitski (2014). Nevertheless, the
control plan largely relies on the predicted data and its
performance is highly sensitive to uncertainties. Advanced
distributed MPC as shown in Wen and Mishra (2018)
could realize demand response with fast convergence, while
the communication costs are high. The controller could
perform well with good prediction on disturbances like
outdoor temperature and indoor disturbances. Also, the
radiator-related control design with more accurate thermal
dynamic models in district/area cases is lacking.

Contribution of the paper. This paper proposes a
real-time control plan for thermal and energy manage-
ment of the community-level GHP systems with radi-
ator heat distribution subsystems. We formulate more
accurate and realistic thermal models including a high-
order thermal dynamic model for radiator pipes and a
second-order resistance-capacitance model for rooms. We
consider practical operational constraints and focus on
two schemes, one GHP system serving multiple buildings
and community-level coordination of multiple GHP sys-
tems. By a distributed algorithm, the designed control
scheme could track a given nominal point of electrical
power consumption with high efficiency and comfort. Also,
the controller is easy to scale with simple communication
structures and can be implemented without measuring
outdoor temperatures and indoor heat disturbances.

2. PRELIMINARIES

2.1 The Operating Principle of a GHP System

The structure of a typical GHP system is demonstrated in
Figure 1. It primarily consists of three subsystems: the
underground heat exchange subsystem, the heat pump
subsystem and the heat distribution subsystem. Pipes with
a hydraulic circuit in the heat exchange subsystem are em-
ployed to extract thermal energy from the ground or store
heat for heating/cooling in the heat pump subsystem. The
heat pump subsystem consists of compressors, expansion
valves, reversing valves, evaporators and condensers (Omer
(2008)). In the heat distribution subsystem, rooms are
equipped with radiator systems or floor radiant heating
systems to distribute heat or provide hot water. In winter,
the GHP system provides geothermal energy to regulate
the indoor temperature, while, in summer, it absorbs heat
from rooms and restores it underground.

The GHP system uses electrical energy to realize space
heating/cooling in target zones. The heat transfer depends
on the flow rate and the supply temperature of the heat
pump. Detailed operating principle of the GHP system is
elaborated in Sarbu and Sebarchievici (2014).

2.2 Thermal Dynamic Models of GHP Systems

Consider community-level GHP systems in a certain dis-
trict as shown in Figure 2. We denote M as the set of

Fig. 1. One GHP system serving multiple buildings (take
three buildings as an example).

GHPs for radiator heating/cooling. One heat pump pro-
vides geothermal energy or extracts heat through radiator
pipes for buildings in set Km,m ∈ M, each with a set of
rooms/zones Rk, k ∈ Km. Each building is modeled as a
connected undirected graph (Rk, Ek), where Rk represents
the nodes collection of rooms in building k ∈ Km,m ∈M
and Ek ⊆ Rk×Rk represents the edges collection. If room
i is adjacent to room j in building k, there exists an edge
(i, j) in the collection Ek.Rk(i) is the collection of adjacent
rooms for room i in building k.

For room i ∈ Rk, we apply a second-order Resistance-
Capacitance (RC) model for its thermal dynamics (more
discussion on a simplified one is in Zhang et al. (2017)):

CkiṪki =
T ok − Tki
Rki

+
∑

j∈Rk(i)

Tkij − Tki
Rkij

+

Nki∑
nki=1

Tnki−Tki
Rarki

+Qki

(1a)

Ckij Ṫkij =
Tki − Tkij
Rkij

+
Tkj − Tkij
Rkij

(1b)

where Cki denotes the thermal capacitance of the indoor
air, Ckij denotes the thermal capacitance of the partition
area of walls and windows, Rki is the the thermal resis-
tance in the partition area of walls and windows which
separate room i and the outside environment, Rkij=Rkji
is the thermal resistance in the partition area of walls
and windows which separate room i and adjacent room j,
Rarki is the thermal resistance between the radiator and
the indoor air, Tki is the indoor temperature of room i in
building k, Tkij is the temperature of the seperating wall
and window between room i and room j. Note that (i) the
radiator pipe is divided into Nki sections, and Nki varies
among different rooms, (ii) for each section, the entering
water temperature is T0ki = Tsm and the leaving/terminal
water temperature is TNki , where Tsm is a common fac-
tor for all buildings connected with the same heat pump
m ∈M in building set Km, where Tnki denotes the water
temperature in the nth section of the pipe in room i of
building k ∈ Km, (iii) T ok is the outside temperature of
building k and Qki ≥ 0 indicates the heat disturbances
from external sources (e.g., user activity, solar radiation
and device operation).

Since the GHP system is expected to have a better tracking
ability, for an individual building k, the thermal dynamic
model of the radiator heating system is formulated by a
high-order lumped element model:
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Fig. 2. Community-level GHP systems (take three heat
pumps with four buildings as an example).

Cnki Ṫnki =
Tki − Tnki
Rarki

+ cwqki(Tn−1ki − Tnki) (2)

where k∈Km, i∈Rk, nki=1, 2, · · · , Nki (n−1ki= nki−1),
Cnki is the thermal capacitance of radiator pipe, cw is
the specific heat of the water, and qki is the water flow
rate in radiator pipe for room i in building k. As for
the nth section of the radiator pipe, the entering water
temperature is Tn−1ki , and the leaving water temperature
is Tnki , all surrounded by room temperature Tki. The term
cwqki(Tn−1ki−Tnki) denotes the heat transferred in the nth
section.

Remark 1. When the radiator heating/cooling system
equipped with GHP system is off (qki=0), (1)-(2) asymp-
totically converges to an equilibrium point, only deter-
mined by disturbances T ok , Qki. When the radiator heat-
ing/cooling system equipped with GHP system is on, the
asymptotic convergence property of (1)-(2) remains and
the steady state is determined by disturbances T ok , Qki and
control inputs qki, Tsm . Since the key point is to design the
dynamics of qki, Tsm to drive (1)-(2) to the desired state
set by users and administrators, we consider the steady-
state problem, see derivation in Zhang et al. (2017).

Remark 2. Let Barki = 1/Rarki , the heat loss in the

water pipe can be summed as Hki =
∑Nki
nki=1Barki(Tnki −

Tki) = cwqki(Tsm−TNki), which is exactly the energy con-
sumption of room i for heating/cooling. The terminal tem-
perature is computed as TNki =(1−( cwqki

cwqki+Barki
)Nki)Tki +

( cwqki
cwqki+Barki

)NkiTsm . In steady state, the energy consump-

tion is Hki = cwqki[1−( cwqki
cwqki+Barki

)Nki](Tsm− Zki), where

Zki is the steady-state temperature of Tki, and let uki=
cwqki[1− ( cwqki

cwqki+Barki
)Nki ](Tsm − Zki). In a heating mode

(winter), Tsm > Tki, Tsm > Zki,∀m, ∀k,∀i hold; in a
cooling mode (summer), Tsm < Tki, Tsm < Zki,∀m,∀k, ∀i
hold. Once the mode is determined, the sign of Tsm − Tki
(or Tsm − Zki) is confirmed.

3. SCENARIO I: ONE GHP SYSTEM SERVING
MULTIPLE BUILDINGS

3.1 Problem Setup

For each building, the efficiency of the heat pump sub-
system is determined by the Coefficient of Performance

(COP), which is the ratio between the amount of useful
cooling at the evaporator or useful heat extracted from
the condenser and the energy usage of the compressor. A
high COP value represents high efficiency, less electricity
consumption and a cut down in energy costs. The COP
can be approximately described as a linear function of Tsm ,
i.e., −amTsm + bm. Here am, bm are positive coefficients,
which can be obtained from the statistical data (Tahersima
(2012)).

In this section, we consider multiple buildings sharing
one GHP system. Since the power system structure is
hierarchical, the ideal plan of GHP control should be
included in the operation of higher-level power systems.
Namely, the lower-level GHP system should track the
given operating signal from the higher-level operator.
Thus, the objectives here include regulating the indoor
temperature to be close to the set point T setki in each room
within a desired range, promoting energy efficiency of
the GHP by maximizing its COP (minimizing the supply
temperature), and improving the ability to track the given
nominal value of electrical power consumption p∗b .

The temperature of each room is regulated by adjusting
the control inputs of flow rate qki and the supply temper-
ature Tsm of the heat pump. For simplicity we drop the
subscript m in this section, since only one GHP is consid-
ered. To make the formulation clear, we only focus on the
steady-state performance. The steady-state optimization
problem with operational constraints is:

min
Zki,uki,Ts

φa
2

∑
k∈K

∑
i∈Rk

(Zki − T setki )2 +
φc
2

(Ts − Ts)2

+
φb
2

(
∑
k∈K

∑
i∈Rk

uki − p∗b(b− aTs))2
(3a)

s. t.
T ok − Zki
Rki

+
∑

j∈Rk(i)

Zkj − Zki
2Rkij

+ uki +Qki = 0 (3b)

Tki 6 Zki 6 Tki (3c)

Ts 6 Ts 6 Ts (3d)

0 6uki6cwq
max
ki [1− (

cwq
max
ki

cwqmaxki +Barki
)Nki ](Ts−Zki) (3e)

where k∈K and i∈Rk, φa, φb and φc are non-negative
weight coefficients, φa represents the priority of user com-
fort, φc represents the priority of promoting energy ef-
ficiency, and φb represents the priority of tracking the
given p∗b . The term

∑
k∈Km

∑
i∈Rk uki/(−aTs+b) is equiv-

alent to the electrical power consumption in the GHP
system, where

∑
k∈Km

∑
i∈Rk uki denotes the total heat

transferred from the heat pump to the water in radiator
pipes of buildings connected to pump m. Zki ∈ [Tki, Tki],

qki ∈ [0, qmaxki ], Ts ∈ [Ts, Ts]. Through analyses in the
monotonicity of uki, we can prove that uki is a monotonic
increasing function of the variable qki, which results in
(3e). Obviously, this steady-state optimization problem is
convex. We assume (3) is feasible and satisfied with the
Slater’s condition (Boyd and Vandenberghe (2004)).

3.2 A Distributed Controller

Compared with centralized algorithms, distributed algo-
rithms are involved with fewer privacy issues. Also, they
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are easy to plug and play for large-scale networks. More-
over, they can be implemented without measuring the
outdoor temperature T ok and the indoor heat gain Qki in
every room for each building, as will be shown later. So we
develop a real-time distributed controller to regulate (1)-
(2) to a steady state which is the optimal solution to (3).
We consider the heating mode case (the cooling mode case
is similar).

To solve the optimization problem (3), we apply the same
design procedure as in Zhang et al. (2017), i.e., a modified
primal-dual gradient method, to get

Żki =− kZki(
∂L

∂Zki
) = kZki [φa(T setki − Zki)

+ζki(
1

Rki
+
∑

j∈Rk(i)

1

2Rkij
)−

∑
j∈Rk(i),∀i

ζkj
2Rkij

+ δ−ki−δ
+
ki

−µ+
kicwq

max
ki [1−

( cwq
max
ki

cwqmaxki +Barki

)Nki ]] (4a)

u̇ki =− kuki(
∂L

∂uki
+ keuki(uki − ûki))

= kuki [φb
(
p∗b(b− aTs)−

∑
k∈K

∑
i∈Rk

uki
)
− ζki

+ µ−ki − µ
+
ki + keuki(ûki − uki)] (4b)

˙̂uki = k̂euki(uki − ûki) (4c)

Ṫs =− kTs(
∂L

∂Ts
) = kTs[φc(Ts−Ts)

+ap∗bφb(p
∗
b(b−aTs)−

∑
k∈K

∑
i∈Rk

uki)−ε++ε−

+
∑
k∈K

∑
i∈Rk

µ+
kicwq

max
ki [1−(

cwq
max
ki

cwqmaxki +Barki
)Nki ]] (4d)

ζ̇ki =kζki(
∂L

∂ζki
)

=kζki [
T ok −Zki
Rki

+
∑

j∈Rk(i)

Zkj−Zki
2Rkij

+ uki+Qki] (4e)

δ̇−ki =kδ−
ki

(
∂L

∂δ−ki
)+
δ−
ki

= kδ−
ki

(Tki − Zki)+δ−
ki

(4f)

δ̇+ki =kδ+
ki

(
∂L

∂δ+ki
)+
δ+
ki

= kδ+
ki

(Zki − Tki)+δ+
ki

(4g)

ε̇− =kε−(
∂L

∂ε−
)+ε− = kε−(Ts − Ts)+ε− (4h)

ε̇+ =kε+(
∂L

∂ε+
)+ε+ = kε+(Ts − Ts)+ε+ (4i)

µ̇−ki =kµ−
ki

(
∂L

∂µ−ki
)+
µ−
ki

= kµ−
ki

(−uki)+µ−
ki

(4j)

µ̇+
ki =kµ+

ki
(
∂L

∂µ+
ki

)+
µ+
ki

= kµ+
ki

(uki − cwqmaxki (Ts

− Zki)[1− (
cwqki

max

cwqkimax +Barki
)Nki ])+

µ+
ki

(4k)

where L is the Lagrangian of (3), k ∈ K, i ∈ Rk,
ζki, δ

−
ki, δ

+
ki, ε

−, ε+, µ−ki, µ
+
ki denote the Lagrange multipli-

ers/dual variables for constraints (3b)-(3e), kZki , kuki ,

keuki , k̂euki , kTs , kζki , kδ−
ki

, kδ+
ki

, kε− , kε+ , kµ−
ki

, kµ+
ki

are

positive scalars representing the controller gains, and the
operator (h(y))+x means positive projection of functions as

(h(y))+x =

{
h(y) if x > 0
max(0, h(y)) if x = 0

.

Auxiliary states ûki is introduced to decrease oscillations
in transient periods. Note that Tki has dynamics given
by (1), which cannot be designed. So Tki has been substi-
tuted by Zki in (3), i.e., Zki, k ∈ K, i ∈ Rk are ancillary
state variables. According to Zhang et al. (2015) and Feijer
and Paganini (2010), (4) asymptotically converges to an
equilibrium point, which is the optimal solution of (3) due
to the convexity. Now with the control input to (1)-(2) as

q̇ki =kqki(uki − cwqki(Ts − Zki)[1− (
cwqki

cwqki +Barki
)Nki ]

+ keqki(q̂ki − qki)) (5a)

˙̂qki =k̂eqki(qki − q̂ki) (5b)

where kqki , keqki , k̂eqki are controller gains and q̂ki is intro-
duced to improve the transient performance, (1)-(2) can
be regulated to a steady state that is the optimum to (3).

Theorem 1. Given constant/slow-varying T ok , Qki, the tra-
jectory of the controlled system (1)-(2) and (4)-(5) asymp-
totically converges to an equilibrium point at which
Tki, uki, Ts of the equilibrium point is the optimal solution
of (3) (uki=cwqki[1− ( cwqki

cwqki+Barki
)Nki ](Ts − Zki)).

Proof. Under (5), after state transformation from uki to
qki, the resulting equilibrium point is the optimal solution
of (3). On the other hand, the trajectory of the system (1)-
(2) and (4)-(5) also asymptotically converges to an equilib-
rium point, due to the cascade nature, i.e., (4)→(5)→(1)-
(2). It is clear that the equilibrium point of (1)-(2) is
uniquely determined by the inputs T ok , Qki, qki, Ts where
qki is given by (5). So we have Tki = Zki (here Tki is a
state given by (1)-(2)) when the system reaches steady
state, which completes the proof.

In Equation (4e), the disturbances T ok , Qki appear. Similar

to Zhang et al. (2015), the variable ζ̃ki = ζki
kζki
− CkiTki

can be introduced to make the scheme implemented more
practically, which does not require measuring the external
disturbances:

˙̃
ζki =

Tki−Zki
Rki

+
∑

j∈Rk(i)

2Tki−Zki+Zkj −2Tkij
2Rkij

+ uki −
Nki∑
nki=1

Tnki−Tki
Rarki

, k ∈ K, i ∈ Rk. (6)

In addition, kζki(ζ̃ki+CkiTki) is introduced to (4a) and
(4b) to replace ζki. Then, the overall control scheme (4a)-
(4d), (4f)-(4k) and (5)-(6) can be implemented in a fully
distributed manner, which inherits from the algorithm (4).

Implementation. In the designed controller, Cki, Cnki ,
Rkij , Rarki , Rki, q

max
ki , a, b, Ts, Ts are building param-

eters, φa, φc, φb are set by users or administrators, p∗ is
the given nominal point from the higher-level operator.
The scheme is distributed and can be implemented as
follows. Given Cki, Cnki , Rkij , Rarki , Rki, q

max
ki , φa, cw, the

information about [Tki, Tki], T
set
ki is collected from users,

the temperature Tki, Tkj , Tnki is measured, feedback sig-

nals Zkj − 2Tkij , kζkj (ζ̃kj + CkjTkj) from the neighboring
zones and Ts, φb(p

∗
b(b − aTs) −

∑
k∈K

∑
i∈Rk uki) from
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the heat pump are sent to the controller in order to
update Zki, uki, ûki, kζki(ζ̃ki+CkiTki), δ

+
ki, δ

−
ki, µ

+
ki, µ

−
ki, qki.

On the other hand, given φc, φb, p
∗, a, b, [Ts, Ts], the com-

pressor receives the feedback signals uki, µ
+
kicwq

max
ki [1 −

(
cwq

max
ki

cwqmaxki
+Barki

)Nki ] from each zone, updates Ts, σ
+
ki, σ

−
ki,and

then renew Ts, φb(p
∗
b(b− aTs)−

∑
k∈K

∑
i∈Rk uki).

4. SCENARIO II: COMMUNITY-LEVEL
COORDINATION OF MULTIPLE GHP SYSTEMS

4.1 Problem Setup

In this scenario, we consider the community-level GHP
systems in neighboring areas. The objective is similar
to Section 3 except for the part about COP. To reduce
the complexity of the problem, we seek a homogeneous
COP value in the optimization problem and try the
best to maximize it. By doing so, the control scheme
proposed in Section 3 can be naturally applied. Similarly,
we only focus on steady-state performance. The target
optimization problem is then designed as follow:

min
Zki,uki,Tsm,λ

φa
2

∑
k∈K

∑
i∈Rk

(Zki − T setki )2 +
ψ

2
(λ− λ)2

+
φb
2

(
∑
k∈K

∑
i∈Rk

uki − p∗bλ)2
(7a)

s.t.
T ok − Zki
Rki

+
∑

j∈Rk(i)

Zkj − Zki
2Rkij

+ uki +Qki = 0 (7b)

−amTsm + bm = λ (7c)

Tki 6 Zki 6 Tki (7d)

Tsm 6 Tsm 6 Tsm (7e)

06uki 6 cwq
max
ki [1− (

cwq
max
ki

cwqmaxki +Barki
)Nki ](Tsm − Zki),

∀k ∈ Km (7f)

where k ∈ K = ∪m∈MKm, i ∈ Rk, m ∈M, ψ is a positive
weight coefficient representing the priority of optimizing
the common COP value λ for all heat pumps in the district,
and λ = minm{−amTsm + bm}. All GHP systems adopt
the same COP value λ to realize the tracking goal.

4.2 A Distributed Algorithm

Similar as Section 3.2, we take the heating mode case as an
example. As shown before, according to a modified primal-
dual gradient method, problem (7) is solved via:

Żki =kZki [φa(T setki − Zki) + ζki(
1

Rki
+
∑

j∈Rk(i)

1

2Rkij
)

−
∑

j∈Rk(i),∀i

ζkj
2Rkij

+ δ−ki −δ
+
ki

−µ+
kicwq

max
ki [1−

( cwq
max
ki

cwqmaxki +Barki

)Nki ]] (8a)

u̇ki =kuki [φb(p
∗
bλ−

∑
k∈K

∑
i∈Rk

uki)− ζki + µ−ki

− µ+
ki + keuki(ûki − uki)] (8b)

˙̂uki =k̂euki(uki − ûki) (8c)

Ṫsm =kTsm [−ε+m + ε−m +amηm+
∑
k∈Km

∑
i∈Rk

µ+
kicwq

max
ki [1

−(
cwq

max
ki

cwqmaxki +Barki
)Nki ]+keTsm(T̂sm−Tsm)] (8d)

˙̂
Tsm =k̂eTsm (Tsm − T̂sm) (8e)

λ̇ =kλ[ψ(λ−λ)+φbp
∗
b(
∑
k∈K

∑
i∈Rk

uki−p∗bλ)+
∑
m∈M

ηm] (8f)

ζ̇ki =kζki [
T ok−Zki
Rki

+
∑

j∈Rk(i)

Zkj−Zki
2Rkij

+uki +Qki] (8g)

η̇m =kηm(−amTsm + bm − λ) (8h)

δ̇−ki =kδ−
ki

(Tki − Zki)+δ−
ki

, δ̇+ki = kδ+
ki

(Zki − Tki)+δ+
ki

(8i)

ε̇−m =kε−m(Tsm−Tsm)+
ε−m
, ε̇+m = kε+m(Tsm− Tsm)+

ε+m
(8j)

µ̇−ki =kµ−
ki

(−uki)+µ−
ki

,

µ̇+
ki =kµ+

ki
(uki−cwqmaxki [1−(

cwq
max
ki

cwqmaxki +Barki
)Nki ](Tsm−Zki))+µ+

ki

(8k)

where k ∈ K, i ∈ Rk,m ∈ M, and the variables and gains
are defined in a similar way as in Section 3.2.

Theorem 2. Given constant/slow-varying T ok , Qki, the tra-
jectory of the system (1)-(2), (5) and (8) asymptotically
converges to an equilibrium point at which Tki, uki, Tsm , λ
of this point is the optimal solution of (7) (uki=cwqki[1−
( cwqki
cwqki+Barki

)Nki ](Tsm − Zki)).

Proof. The proof is similar to that of Theorem 1, and
thus, is omitted for brevity.

In Equation (8g), the disturbances T ok , Qki appear. Using

the method in Section 3.2, ζ̃ki = ζki
kζki

− CkiTki with

dynamics (6) can be introduced to eliminate the exter-
nal disturbance terms. Additionally, ζki is substituted by
kζki(ζ̃ki+CkiTki) in (8a)-(8b). Now the designed control
scheme (8a)-(8f), (8h)-(8k) and (5)-(6) can be imple-
mented in a fully distributed manner, which inherits from
the distributed optimization algorithm (8).

Implementation. By sending building and coordinator
information to the control center, the distributed scheme
can be implemented in the community-level application
as follows. Given Cki, Cnki , Rkij , Rarki , Rki, q

max
ki , φa, cw,

the information about [Tki, Tki], T
set
ki is collected from

users, the temperature Tki, Tkj , Tnki is measured, feedback

signals Zkj − 2Tkij , kζkj (ζ̃kj + CkjTkj) from the neigh-
boring zones, λ, φbp

∗(
∑
k∈K

∑
i∈Rk uki − p∗bλ) from the

coordinator are sent to the controller in order to update
Zki, uki, ûki, kζki(ζ̃ki+CkiTki), δ

+
ki, δ

−
ki, µ

+
ki, µ

−
ki, qki. On the

other hand, given ψ, φb, p
∗, am, bm, [Tsm , Tsm ], the coor-

dinator receives the feedback signals uki, µ
+
kicwq

max
ki [1 −

(
cwq

max
ki

cwqmaxki
+Barki

)Nki ] from buildings, updates λ, ηm, and

then each heat pump updates Tsm , T̂sm , ε
+
ki, ε

−
ki, and then

renew λ, φbp
∗(
∑
k∈K

∑
i∈Rk uki − p

∗
bλ).

5. CASE STUDY

Two numerical examples are presented for scenarios stated
in Section 3 and Section 4 respectively. For scenario
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Fig. 3. Supply temperature (the left one) and tracking
ability (the right one) of the system in scenario I.

I, as shown in Figure 1, the configuration is three
buildings sharing one GHP systems. For scenario II,
as shown in Figure 2, the configuration is three GHP
systems serving four buildings. Only the heating mode
is implemented in both scenarios, while the cooling
mode is similar. In simulation, T ok , Qki are from Zhang
et al. (2017), other parameters: Cki = 6kJ/◦C,Cnki =
0.33kJ/◦C,RLkij = 11.5◦C/kW,RSkij = 23◦C/kW,Rarki =

9◦C/kW,Rki = 15◦C/kW,cw = 4.186kJ/kg/◦C, qmaxki =

0.1kg/s,[Tki, Tki] = [0.95T setki , 1.05T setki ],[Ts, Ts] = [31, 49]◦C,

[Ts1 , Ts1 ] = [36, 49]◦C,[Ts2 , Ts2 ] = [30, 40]◦C, [Ts3 , Ts3 ] =

[30, 45]◦C,a= a2 = 0.11/◦C,a1 = 0.1/◦C,a3 = 0.12/◦C,b=
8.4, b1=8.6, b2=8, b3=8.5,kZki=0.25,kuki = kTs2 = kTs3 =
kλ = kqki=0.9,kTs = kTs1 = kζki=0.5,kηm = kδ+

ki
= kδ−

ki
=

kε+ = kε− = kε+m = kε−m = kµ+
ki

= kµ−
ki

= k̂eTsm = k̂euki =

k̂eqki=1,keuki =keqki =keTsm=2. Note that RLkij is the Rkij
value for large rooms, RSkij is the Rkij value for other
rooms. In case I, the weight coefficients are φa = 3, φb =
φc = 0 before 7h and φb = 10, φc = 0.01 thereafter. In case
II, the weight coefficients are φa = 0.8, ψ = φb = 0 before
7h and φb = 3, ψ = 3 thereafter. As for the given nominal
point of electrical power consumption p∗, we assume it
is a sine curve. To test the tracking ability, the designed
systems have to track a signal, about ±15% of base energy
consumption from a high-level operator in both scenarios.

The simulation results for the first scenario are shown
in Figures 3 and 4. It reveals that when φc = 0, the
tendency of Tki closely follows the changes of T setki , which
means the designed control scheme works well in regulating
temperatures before considering tracking the given nom-
inal electrical power consumption. The results show that
changes of the temperatures of the adjacent rooms will
result in thermal fluctuations, but that only causes little
impact. The tracking ability of the control scheme is shown
in Figure 3. After considering the tracking ability, the
designed control scheme can still keep good performance
on the user comfort. From 12h to 18h, the system cannot
work well to track the given nominal p∗b . The reason lies in
that the supply temperature has reached the lower limit
with the highest COP value. Also, the user comfort from
12h to 18h is sacrificed.

Simulation results for scenario II are demonstrated in Fig-
ures 5 and 6. Temperature damping from T setki after chang-
ing φb, ψ are much higher than that before 7h. Results
show that the performance of each heat pump is closely
linked to the range of its supply temperature [Tsm , Tsm ]:

Tsm can reach its lower bound if needed for further energy
reduction. Moreover, if the ability of tracking p∗b is taken
into consideration, the user comfort will be sacrificed to
some extent as well. From 19h to 22h, since the given p∗b is
too high, the system has to improve the supply tempera-
ture to realize the tracking goal. Simulation results of the
two scenarios show that by changing the weight coefficient
φa, φb, φc and ψ, users can realize the goal of improving
comfort and achieving energy conservation in a distributed
manner. Besides, the designed control schemes can track
a given nominal point of electrical power consumption.

6. CONCLUSION AND FUTURE WORK

In this paper, a real-time distributed control scheme have
been designed to balance the user comfort, efficiency of
heat pumps and the ability to track the nominal power
consumption in the thermal and energy management with
GHP systems. Specially, high-order thermal dynamic mod-
els for the radiator heating systems in buildings is con-
sidered to make the control scheme more realistic and
accurate. In the future, research on the sensor-based pa-
rameter identification of thermal dynamic models will be
studied. Also, an aggregation-disaggregation framework
of the community-level GHP system management (with
heterogeneous heat distribution subsystems) will be for-
mulated, which is an extension of this work.
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Fig. 4. Partial temperature results in scenario I.
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Fig. 5. Supply temperature and tracking ability of the system in scenario II.
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Fig. 6. Partial temperature results in scenario II.
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