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Abstract: Autonomous systems operating in close proximity with each other to cover a
specified area has many potential applications, but to achieve effective coordination, two key
challenges need to be addressed: coordination and safety. For coordination, we propose a
locally asymptotically stable distributed coverage controller for compact domains in the plane
and homogeneous vehicles modeled with second order dynamics with bounded input forces.
This control policy is based on artificial potentials designed to enforce desired vehicle-domain
and inter-vehicle separations, and can be applied to arbitrary compact domains including
non-convex ones. We prove, using Lyapunov theory, that certain coverage configurations are
locally asymptotically stable. For safety, we utilize Hamilton-Jacobi (HJ) reachability theory
to guarantee pairwise collision avoidance. Rather than computing numerical solutions of the
associated HJ partial differential equation as is typically done, we derive an analytical solution
for our second-order vehicle model. This provides an exact, global solution rather than an
approximate, local one within some computational domain. In addition to considerably reducing
collision count, the collision avoidance controller also reduces oscillatory behaviour of vehicles,
helping the system reach steady state faster. We demonstrate our approach in two representative
simulations involving a square domain and a non-convex moving domain.

Keywords: Autonomous robots; swarm intelligence; decentralized control; Hamilton-Jacobi
reachability; artificial potentials; coverage control

1. INTRODUCTION

Autonomous systems have great potential to positively
impact society. However, these systems still largely operate
in controlled environments in the absence of other agents.
Autonomous systems cooperating in close proximity with
each other has the potential to improve efficiency. Specifi-
cally, in this paper we consider the problem of controlling
multiple autonomous systems to cover a desired area in
a decentralized and safe manner. To achieve effective co-
ordination in this context, two key challenges need to be
addressed: coordination and safety.

In coverage control problems, the objective is to deploy
agents within a target domain such that they can achieve
an optimal sensing of the domain of interest. A common
approach to the coverage problem is by means of Voronoi
diagrams (Cortés et al. (2004); Gao et al. (2012)), where
the goal is to minimize a coverage functional that involves
a tessellation of the domain and the locations of vehicles
within the tesselation. This results in a high-dimensional
optimization problem that has to be solved in real time.
In our approach we achieve coverage (alternative termi-
nologies are balanced or anti-consensus configurations)
through swarming by artificial potentials (see Leonard and
Fiorelli (2001); Sepulchre et al. (2007) and also, the recent
review by Chung et al. (2018)). In a related problem,
artificial potentials have been used for containment of
follower agents within the convex hull of leaders (Ren and
Cao (2011); Cao et al. (2012)).

(a) (b)

Fig. 1. Initial (a) and steady (b) states for covering a
square domain, with a square number of vehicles
(N = 16).

Reachability analysis as a safety verification tool has been
studied extensively in the past several decades (Althoff and
Dolan (2011); Frehse et al. (2011); Chen et al. (2013)). In
particular, Hamilton-Jacobi (HJ) reachability (Yang et al.
(2013); Chen and Tomlin (2018)) has seen success in appli-
cations such as collision avoidance (Gattami et al. (2011);
Chen et al. (2016)), air traffic management (Margellos and
Lygeros (2013); Chen et al. (2018)), and forced landing
(Akametalu et al. (2018)). HJ reachability analysis is based
on dynamic programming, and involves solving an HJ
partial differential equation (PDE) to compute a backward
reachable set (BRS) representing the set of states from
which danger is inevitable. Safety can therefore be guar-
anteed, despite the worst-case actions of another agent, by
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using the derived optimal controller when the system state
is on the boundary of the BRS.

Contributions: In this paper we develop a new approach to
self-collective coordination of autonomous agents/vehicles
that aim to reach and cover a target domain. The main
factors that we consider in our approach are: i) reach
and spread over the target domain without having set a
priori the coverage configuration and the final state of each
vehicle, ii) have a distributed control of vehicles in the
absence of any leaders, that allows for self-organization
and intelligence to emerge at the group level, and (iii)
guarantee collision-avoidance throughout the coordination
process.

In this aim, we consider a control system that includes
both a coverage and a safety controller. The coverage
controller is designed to bring the vehicles inside and
spread them over the target domain, while the second
guarantees collision avoidance of vehicles. In particular,
the coverage controller uses two types of artificial poten-
tials. One potential is for inter-individual forces which are
designed to achieve a certain desired inter-vehicle spacing
as in Leonard and Fiorelli (2001). Such controller enables
emergent self-collective behaviour of the vehicles, similar
to the highly coordinated motions observed in biological
groups (e.g., flocks of birds, schools of fish); see Camazine
et al. (2003). The other artificial potential is used for
vehicle-target forces by which vehicles reach the target and
cover it.

We emphasize that the coverage controller proposed here
(which also includes the approach to the target) is done
through agent swarming; there is no leader and no order
among the agents. This feature offers robustness to the
controller, as it does not have to rely on the well func-
tioning of each individual agent. Self-collective and coop-
erative behaviour in systems of interacting agents have
been of central interest in physics and biology literature
(see Vicsek et al. (1995); Couzin et al. (2002); D’Orsogna
et al. (2006); Cucker and Smale (2007); Fetecau and Guo
(2012)). A collaborative robot search and target location
(without coverage) based on a swarming model was done
in Liu et al. (2010).

Our model is second-order, where agents are controlled
through their acceleration; this is to be contrasted with
first-order models, where the control inputs are the agents’
velocities. We set a priori bounds on the control forces,
making our controller more realistic than previous ap-
proaches, where infinite forces were needed to guarantee
collision avoidance (Leonard and Fiorelli (2001); Hussein
and Stipanović (2007)). For an illustration, we show in
Fig. 1 the initial and final states for a simulation using our
controller for N = 16 vehicles that cover a square domain.

The safety controller is derived from HJ reachability anal-
ysis. Unlike the typical approach of numerically solving an
associated Hamilton-Jacobi-Isaacs (HJI) PDE, we derive
the analytical solution to the PDE to eliminate numerical
errors and computation bounds. While multi-vehicle colli-
sion avoidance is in general intractable, we observe dras-
tically reduced collision rate by just considering pairwise
interactions.

2. BACKGROUND

2.1 Hamilton-Jacobi Rechability

Consider the two-player differential game described by the
joint system

ż (t) = f (z (t) , u (t) , d (t)) ; z (0) = x, (1)

where z ∈ Rn is the joint state of the players, u ∈ U
is the control input of Player 1 (hereafter referred to as
“control”) and d ∈ D is the control input of Player 2
(hereafter referred to as “disturbance”).

We assume f : Rn×U ×D → Rn is uniformly continuous,
bounded, and Lipschitz continuous in z for fixed u and d,
and u (·) ∈ U , d (·) ∈ D are measurable functions. Under
these assumptions we can guarantee the dynamical system
(1) has a unique solution.

In this differential game, the goal of player 2 (the dis-
turbance) is to drive the system into some target set
using only non-anticipative strategies, while player 1 (the
control) aims to drive the system away from it.

We introduce the time-to-reach problem as follows.

(Time-to-reach) Find the time to reach a target Γ
from any initial state x, in a scenario where player 1
maximizes the time, while player 2 minimizes the time.
Player 2 is restricted to using non-anticipative strategies,
with knowledge of player 1’s current and past decisions.
Such a time is denoted by φ (x).

The Time-to-reach problem is defined as the following
differential game:

φ (x) = min
θ∈Θ

max
u∈U

Tx [u, θ [u]] ,

where Tx [u, d] is the time to reach Γ, and Θ is the set of
non-anticipative strategies as defined in Yang et al. (2013).

The collection of all the states that are reachable in a finite
time is the capturability set R∗ = {x ∈ Rn| φ (x) < +∞}.
Applying the dynamic programming principle, we can ob-
tain φ as the viscosity solution for the following stationary
HJI PDE:

min
u∈U

max
d∈D

{−∇φ (z) · f (z, u, d)− 1} = 0, inR∗\Γ (2)

φ (x) = 0, on Γ.

Previously, this PDE has typically been solved using finite
difference methods such as the Lax-Friedrichs method
(Yang et al. (2013)).

From the solution φ (x) we can obtain the optimal avoid-
ance control as

u∗ (x) = arg min
u∈U

max
d∈D
{−∇φ (z) · f (z, u, d)− 1} . (3)

3. PROBLEM FORMULATION

We consider a group of N vehicles, each of them denoted
as Qi, i = 1, . . . , N , with dynamics described by

ṗi = vi, v̇i = ui; ‖vi‖ ≤ vmax, ‖ui‖ ≤ umax. (4)

Here, pi = (pi,x, pi,y) and vi = (vi,x, vi,y) are the position
and velocity of Qi respectively, and ui = (ui,x, ui,y) is the
control force applied to this mobile agent.

We consider a vehicle safe if there is no other vehicle closer
than a predefined collision radius cr, in other words, if

‖pi − pj‖ > cr, for any j 6= i. (5)

Definition 1. (r-Subcover). A group of agents is an r-
subcover for a compact domain Ω ⊆ R2 if:

(1) The distance between any two vehicles is at least r.
(2) The signed distance from any vehicle to Ω is less than

equal to − r2 .

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

15377



Definition 2. (r-Cover). An r-subcover for Ω is an r-
cover for Ω if its size is maximal (i.e., no larger number
of agents can be an r-subcover for Ω).

The r-subcover definition is closely related to finding a way
to pack circular objects of radius r

2 inside of a container
with shape Ω. Having an r-cover implies the container is
full and there is no room for more of such objects.

We are interested in the following safe domain coverage
problem.

(Safe-domain-coverage) Consider a compact domain Ω
in the plane and N vehicles each with dynamics described
by (4), starting from safe initial conditions. Find the
maximal r > 0 and a control policy that leads to a stable
steady state which is an r-cover for Ω, while satisfying the
safety condition (5) at any time.

4. METHODOLOGY

The controller we design and present has two components.
First, each vehicle in the group evolves according to a
coverage controller that consists in interaction forces with
the rest of the vehicles and with the boundary of the
target domain, as well as in braking forces in the current
direction of motion. Second, a safety controller, based
on Hamilton-Jacobi reachability theory, activates when
two vehicles come within an unsafe region with respect
to each other. The desired distance r is built into the
coverage controller by means of artificial potentials. For
certain setups we prove that our proposed coverage control
strategy is asymptotically stable, which leads to an r-cover
for the domain when this is admissible.

4.1 Coverage Controller

Define pij := pi − pj , and denote by P∂Ω (pi) the closest
point of ∂Ω to pi (i.e., the projection of pi on ∂Ω). Also,
define hi := pi − P∂Ω (pi), and denote by [[hi]] the signed
distance of pi from ∂Ω; see Figure 2.

The proposed control force is given as

ui =−
N∑
j 6=i

fI (‖pij‖)
pij

‖pij‖
− fh ([[hi]])

hi

[[hi]]
+ fvi (‖vi‖)

vi

‖vi‖
, (6)

where the three terms in the right-hand-side represent
inter-vehicle, vehicle-domain, and braking forces, respec-
tively. We assume each vehicle is able to measure its
distance to the target domain, its speed, as well as its
position relative to other vehicles. Figure 2 illustrates the
control forces for two generic vehicles located at pi and pj .
Shown there are the unit vectors in the directions of the
inter-vehicle and vehicle-domain forces (yellow and blue
arrows, respectively), along with the resultant that gives
the overall control force (red arrows). Note that due to the
nonsmoothness of the boundary, different points may have
different types of projections: pi projects on the foot of the
perpendicular to ∂Ω, while pj projects on a corner point
of ∂Ω.

We assume the following forms for the functions fI , fh and
fvi that appear in the various control forces in Equation
(6). Figure 3 shows the inter-vehicle force fI and the
vehicle-domain force fh. Note that fI(r) is negative for
r < rd, and zero otherwise. This means that for two
vehicles within distance 0 < r < rd from each other, their
inter-vehicle interactions are repulsive, while two vehicles
at distance larger than rd apart do not interact at all. The
vehicle-domain force fh(r) is zero for r < − rd2 , and positive

Fig. 2. Illustration of control forces acting on two vehicles
located at pi and pj .

Fig. 3. Inter-vehicle and vehicle-domain control forces.

for r > − rd2 . For a vehicle i outside the target domain,
i.e., with [[hi]] > 0, this results in an attractive interaction
force toward ∂Ω. On the other hand, for a vehicle inside
the domain, where [[hi]] < 0, one distinguishes two cases:
i) the vehicle is within distance rd

2 to the boundary, in
which case it experiences a repulsive force from it, or ii)
the vehicle is more than distance rd

2 from the boundary,
in which case it does not interact with the boundary at
all. Finally, we take fvi(‖vi‖) to be negative to result in a
braking force; a specific form of fvi will be chosen below
for analytical considerations (see Equation (8)).

An important ingredient of our controller is that one can
associate a Lyapunov function to it and hence, investigate
analytically the stability of its solutions. We address these
considerations now.
Lemma 3. The vehicle-domain force −fh ([[hi]])

hi

[[hi]]
and

the inter-vehicle force −fI (‖pij‖) pij
‖pij‖ are conservative.

Proof. Let us consider the potential

Vh (pi) =

∫ [[hi]]

− rd
2

fh (s) ds,

which satisfies

∇iVh (pi) = fh ([[hi]])∇([[hi]]) = fh ([[hi]])
hi

[[hi]]
.

where we have used the identity ∇([[hi]]) = hi

[[hi]]
(see

Theorem 5.1(iii) in Delfour and Zolésio (2001)).

Similarly, it can be shown that the inter-vehicle force is
the negative gradient of the potential

VI (pij) =

∫ ‖pij‖
rd

fI (s) ds.

2
Using Lemma 3, the control given in Equation (6) becomes

ui =

N∑
j 6=i

−∇iVI (pij)−∇iVh (pi) + fvi (‖vi‖)
vi
‖vi‖

. (7)

Asymptotic behaviour of the controlled system. Consider
the following candidate for a Lyapunov function, consist-
ing in kinetic plus (artificial) potential energy:

Φ =
1

2

N∑
i=1

(
ṗi · ṗi +

N∑
j 6=i

VI (pij) + 2Vh (pi)
)
.
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Note that each term in Φ is non-negative, and Φ reaches
its absolute minimum value when the vehicles are totally
stopped. Also, at the global minimum Φ = 0, the equilib-
rium configuration is an rd-subcover of Ω; in particular,
all vehicles are inside the target domain.

The derivative of Φ with respect to time can be calculated
as:

Φ̇ =

N∑
i=1

ṗi ·
(
ui +

N∑
j 6=i

∇iVI (pij) +∇iVh (pi)
)

=

N∑
i=1

ṗi · fvi (‖vi‖)
vi
‖vi‖

=

N∑
i=1

fvi (‖vi‖) ‖vi‖ ,

where we used the dynamics (4) and equation (7). Thus,
if we choose

fvi(‖vi‖) = −ai ‖vi‖ , with ai > 0, i = 1, . . . , N, (8)

then Φ̇ is negative semidefinite and equal to zero if and
only if ṗi = 0 for all i (i.e., all vehicles are at equilib-
rium). By LaSalle Invariance Principle we can conclude
that the controlled system approaches asymptotically an
equilibrium configuration.

For certain simple setups (e.g., a square number of vehicles
in a square domain – see Fig. 1b, or a triangular number
of vehicles in a triangular domain), the rd-covers are
isolated equilibria. Hence, together with the fact that
such equilibria are global minimizers for Φ, their local
asymptotic stability can be inferred. The formal result is
given by the following proposition.

Proposition 4. Consider a group of N vehicles with dy-
namics defined by (4), and the control law given by (7)
and (8). Let the equilibrium of interest be of the form
ṗi = 0, ‖pij‖ ≥ rd and [[hi]] ≤ − rd2 for i, j = 1, · · · , N
(see Definitions 1 and 2), and assume that this equilib-
rium configuration is isolated. Also assume that there is a
neighborhood about the equilibrium in which the control
law remains smooth. Then, the equilibrium is a global
minimum of the sum of all the artificial potentials and
is locally asymptotically stable.

Choosing an adequate rd when solving the safe-domain-
coverage problem leads us to a nonlinear optimization
problem (see López and Beasley (2011)) which can be
difficult in itself. Our heuristic approach for picking this
parameter relies on the premise that any vehicle is covering
roughly the same square area, i.e.,

rd =

√
Area (Ω)

N
. (9)

Note that (9) gives the exact formula for the maximal
radius when both the number of vehicles and the domain
are square, making the rd-covers isolated equilibria, a key
assumption in Proposition 4. Also, this particular choice
for rd leads to the desired cover for several domains with
regular geometries (see Section 5).

4.2 Collision Avoidance via Analytic HJI PDE Solution

We also integrate pairwise collision avoidance in our algo-
rithm. The dynamics between two vehicles Qi, Qj can be
defined in terms of their relative states

pr,x = pi,x − pj,x, vr,x = vi,x − vj,x,
pr,y = pi,y − pj,y, vr,x = vi,x − vj,x,

where the vehicle Qi is the evader and Qj is the pursuer,
the latter being considered as the model disturbance. In
this case the relative dynamical system is given by

ṗr,x = vr,x v̇r,x = ui,x − uj,x,
ṗr,y = vr,y v̇r,y = ui,y − uj,y, (10)

with ‖ui‖,‖uj‖ ≤ umax, where ui = (ui,x, ui,y) and uj =
(uj,x, uj,y) are the control inputs of the agents Qi and Qj ,
respectively. From the perspective of agent Qi, the control
inputs of Qj , uj = (uj,x, uj,y), are treated as worst-case
disturbance.

According to (5), the unsafe states are described by the
target set Γ =

{
z : p2

r,x + p2
r,y ≤ c2r

}
.

Consider the time it takes for the solution of the dynamical
system (10), with starting point z in R∗ \ Γ, to reach
Γ when the disturbance and control inputs are optimal.
Using a geometric argument one can show that this time
is the minimum of the two solutions of the following
quadratic equation:(

v2
r,x + v2

r,y

)
ψ2 (z) + 2 (pr,xvr,x + pr,yvr,y)ψ (z) (11)

+
(
p2
r,x + p2

r,y − c2r
)

= 0.

Let us verify first that the minimum of the two solutions
satisfies indeed the HJI PDE (2).

Proposition 5. Consider the function ψ (z) defined as

ψ (z) :=
− (pr,xvr,x + pr,yvr,y)−

√
∆

v2
r,x + v2

r,y

in R∗ \ Γ,

where

∆ = (pr,xvr,x + pr,yvr,y)
2−
(
v2
r,x + v2

r,y

) (
p2
r,x + p2

r,y − c2r
)
.

Also define ψ (z) to be 0 on Γ. Then ψ (z) satisfies equation
(2).

Proof. For z ∈ R∗ \ Γ, ψ (z) is the minimum solution of
the quadratic equation (11). By using implicit differentia-
tion on (11) one can show

∂ψ

∂pr,x
= − vr,xψ (z) + pr,x(

v2
r,x + v2

r,y

)
ψ (z) + (pr,xvr,x + pr,yvr,y)

∂ψ

∂pr,y
= − vr,yψ (z) + pr,y(

v2
r,x + v2

r,y

)
ψ (z) + (pr,xvr,x + pr,yvr,y)

.

To put system (10) in the general form (1) from Sec. 2.1,
let z = (pr,x, pr,y, vr,x, vr,y), u = (ux, uy) := (ui,x, ui,y),
d = (dx, dy) := (uj,x, uj,y), and let f (z, u, d) represent the
right-hand-side of (10). Then,

min
u∈U

max
d∈D
{−∇ψ (z) · f (z, u, d)− 1}

= min
u∈U

max
d∈D

{
−∂ψ (z)

∂pr,x
vr,x −

∂ψ (z)

∂vr,x
(ux − dx)

−∂ψ (z)

∂pr,y
vr,y −

∂ψ (z)

∂vr,y
(uy − dy)− 1

}
= −

(
∂ψ (z)

∂pr,x
vr,x +

∂ψ (z)

∂pr,y
vr,y

)
− 1

=
(vr,xψ (z) + pr,x) vr,x + (vr,yψ (z) + pr,y) vr,y(

v2
r,x + v2

r,y

)
ψ (z) + (pr,xvr,x + pr,yvr,y)

− 1 = 0,

where we have used the fact that ψ (z) is differentiable in
R∗ \Γ and that the minimum and maximum in the second
equal sign are attained at

u∗ = d∗ = umax

(
∂ψ(z)
∂vr,x

, ∂ψ(z)
∂vr,y

)
∥∥∥∂ψ(z)
∂vr,x

, ∂ψ(z)
∂vr,y

∥∥∥ , (12)

and therefore cancel out.
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For z ∈ Γ the equation (2) is satisfied by the definition of
ψ.

2
Similarly as before, by implicit differentiation of (11) one
can also show

∂ψ

∂vr,x
=

−vr,xψ2 (z)− pr,xψ (z)(
v2
r,x + v2

r,y

)
ψ (z) + (pr,xvr,x + pr,yvr,y)

(13a)

∂ψ

∂vr,y
=

−vr,yψ2 (z)− pr,yψ (z)(
v2
r,x + v2

r,y

)
ψ (z) + (pr,xvr,x + pr,yvr,y)

. (13b)

Now, by using (12) we can derive a closed expression for
the optimal avoidance controller. Note that to use this
pairwise avoidance strategy we require each vehicle to
know its speed and position relative to the other vehicles.

For applications using the static HJI PDE (2) or similar
equations, the solution is commonly approximated via
finite difference methods such as the one presented in
Yang et al. (2013); however, using an analytic solution
leads to two main advantages. First, refinements in the
resolution when using uniform grid point spacing may
require a large amount of memory and long computational
times that scale very poorly. Second, these methods are
only able to compute the solution in a bounded domain.
Having an analytical solution allows us to have the best
possible resolution in an unbounded domain. Practically,
this allows us to predict and react to possible collisions
arbitrarily far into the future.

4.3 Overall Control Logic

We have presented two controllers. First, a controller based
on virtual potentials which leads to coverage, but without
taking into consideration safety; and second, a safety
controller that guarantees pairwise collision avoidance.
The main objective of this subsection is to describe how
to switch between these two controllers.

We will consider that vehicleQi is in potential conflict with
vehicle Qj if the time to collision ψ (zi) (time to reach Γ),
given the relative current state zi, is less than or equal to
a specified time horizon tsafety. In other words, a danger
is defined when a vehicle is susceptible to collision in the
next tsafety seconds. In such a case Qi must use the safety
controller, otherwise, the coverage controller is used.

In the case that a vehicle detects more than one conflict,
it will apply the control policy of the first conflict detected
at that particular time. Algorithm 1 describes the overall
control logic for every vehicle Qi.

In Algorithm 1, lines 6 and 7 can be obtained from equa-
tions (13a), (13b) and (12) (also note the normalization
step in line 14), while line 12 comes from the explicit
coverage control (6).

5. NUMERICAL SIMULATIONS

In this section, we show numerical simulations with var-
ious domains using the coverage and safety controllers
discussed above.

5.1 Covering a Square Domain

We first consider the problem in which several vehicles
cover a square domain. Here we present two strategies:
while both of them use the coverage controller described
in Sec. 4.1, only the second strategy switches to the safety
controller when necessary, according to Sec. 4.3. In both

Input: State xi of a vehicle Qi; states {xj}j 6=i of
other vehicles {Qj}j 6=i; a domain Ω to
cover.

Parameter: A time horizon for safety check
tsafety;
Output: A control ui for Qi.

1 safe← True;
2 for j 6= i do
3 z ← xi − xj ;
4 if ψ (z) ≤ tsafety then
5 safe← False;

6 Uix = − vr,xψ
2(z)+pr,xψ(z)

(v2r,x+v2r,y)ψ(z)+(pr,xvr,x+pr,yvr,y)
;

7 Uiy = − vr,yψ
2(z)+pr,yψ(z)

(v2r,x+v2r,y)ψ(z)+(pr,xvr,x+pr,yvr,y)
;

8 break for
9 end

10 end
11 if safe then
12 (Uix, Uiy) =

-
∑N
j 6=i fI (‖pij‖) pij

‖pij‖ -fh ([[hi]])
hi

[[hi]]
+

fvi (‖vi‖) vi
‖vi‖ ;

13 end

14 ui = umax
(Uix,Uiy)
‖(Uix,Uiy)‖ ;

15 return ui;
Algorithm 1: Overall control logic for a generic
vehicle Qi.

cases 16 vehicles start from a horizontal line setup outside
of the target square domain, as shown in Fig. 1a.

The left column of Fig. 4 illustrates different time steps
for the scenario when the safety controller is not used,
while the right column shows results in the presence of
the safety controller. The large coloured dots represent
the position of the vehicles, the dashed tails are past
trajectories (shown for the previous 5 seconds), and the
arrows indicate the movement direction. Note however
that we have not shown the arrows when the velocities
are very small, as the tails are more meaningful in this
case.

At t = 0 (s) there are no contributions from the inter-
vehicle forces or from the safety controller as the vehicles
are far from each other and the initial speed is zero. The
only contribution comes from the vehicle-domain forces,
which pull the mobile agents toward the interior of the
square; see initial trajectory tails in Figs. 4a and 4b. At
t = 5 (s) the vehicles without safety controller are more
prone to collisions due to the symmetry of the initial
condition. The safety controller slows down some vehicles
hence breaking this symmetry, and allowing them to enter
in the crowded area without collisions.

As the forces between vehicles and domain are piece-wise
linear with respect to the distance, they can be thought
of as spring-like forces; in that respect, the presence of
overshoots is expected, as shown in Fig. 4c. However,
Fig. 4d indicates that in addition to preventing collisions,
the use of the safety controller reduces the overshoot
considerably.

After t = 50 (s) both control strategies reach the steady
state shown in Fig. 1b. We note however that the system
with collision avoidance reaches the equilibrium faster, as
shown by Figs. 4e and 4f.
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Fig. 4. Square domain coverage at different time instants,
without (left) and with (right) safety controller, when
N = 16, cr = 2 (m), vmax = 10 (m/s), umax =
3 (m/s2), tsafety = 5 (s), side length l = 20 (m),

domain area A = l2 = 400 (m2) and rd =
√

A
N =

5 (m). Vehicles start in a horizontal line configuration
and reach a square grid steady state which is an rd-
cover of the domain (see Definition 2). The use of the
safety controller reduces both the collision count and
the overshoot, and helps reach the steady state faster.

A collision event starts when the distance between two
vehicles is less than or equal to the collision radius cr,
and ends when the distance becomes greater than cr. The
collision event count for the square domain coverage with
and without the safety controller, for various number of
vehicles, is shown in Table 1. It is noteworthy that in the
absence of the safety controller the collision count increases
significantly with the number of vehicles, while it remains
zero or very low when the safety controller is used.

Table 1. Square coverage collision count.

number of vehicles without avoidance with avoidance
9 8 0
16 51 0
25 146 2

Note that safety issues may arise when a vehicle needs
to avoid two or more vehicles at the same time. In this
case the pairwise safety approach used in this paper does
not guarantee collision avoidance. Guaranteed collision

avoidance for more than two vehicles is an unsolved
problem, as explored for example in Chen et al. (2016).

5.2 Covering a Moving Non-Convex Domain

Finally, we consider the scenario in which vehicles cover
and follow a non-convex moving domain. While the do-
main preserves its shape, it moves with a constant velocity
vΩ = (0.3, 0.3). Different time instants of the simulation
are shown in Fig. 5, where the tails represent the vehicle
positions during the last 30 seconds of the simulation.
Initially, all the 9 vehicles lie on a line perpendicular to
the movement direction of the target domain, as shown in
Fig. 5a.

We distinguish two main behaviours: during a first phase
of the simulation (Figs. 5b and 5c) the vehicles cover the
domain approximately evenly, adopting the arrow shape,
while in a second phase (Fig. 5d), a clearer domain-
following behaviour is observed. The oscillations of the
two vehicles that are lagging behind are the effect of
their proximity to the corners. Indeed, as one of the line
segments of the boundary wedge gets closer to the vehicle
near the corner, it pushes it towards the other segment
of the wedge, a back-and-forth motion that causes the
zigzagging.

Unlike the convex case, in non-convex domains the pro-
jection on the boundary for points outside of the domain
may not be unique; this is the case for instance of the
green vehicle in the middle of the initial setup – see Fig.
5a. Although the chance for a vehicle to lie in one of these
states is extremely unlikely (the set of points where this
happens has zero measure), this fact may yield ambiguity
in the definition of the domain-vehicle force. We mitigate
this issue by considering the contribution from only one of
the multiple projection points; consequently, the numeri-
cal time evolution may depend on the chosen projection
method.

6. CONCLUSION

In this paper, we proposed a method for safe multi-vehicle
coordination which allows a swarm of vehicles to cover any
compact planar shape. Vehicles are modeled using second-
order dynamics with bounded acceleration, which is more
realistic than the first-order models commonly used for
coverage problems. The coverage controller is based on ar-
tificial potentials among vehicles, and between each vehicle
and the domain of interest. Using Lyapunov analysis, we
prove that our algorithm guarantees coverage. The safety
controller is based on Hamilton-Jacobi reachability, which
guarantees pairwise collision avoidance. Besides drastically
reducing collision count, the safety controller also helps
break symmetries and lead to faster convergence to steady
states. We demonstrate our approach on three represen-
tative simulations involving a square domain and a non-
convex moving domain.

Immediate future work includes parameter tuning to
reduce oscillations in the vehicles’ movement, study-
ing three-dimensional coverage, investigating geometrical
properties of steady states, investigating scenarios involv-
ing partial information, and implementing our approach
on robotic platforms.
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Hussein, I. and Stipanović, D. (2007). Effective coverage
control for mobile sensor networks with guaranteed col-
lision avoidance. IEEE Trans. Control Systems Tech-
nology, 15(4), 642–657.

Leonard, N. and Fiorelli, E. (2001). Virtual Leaders, Ar-
tificial Potentials and Coordinated Ccontrol of Groups.
Proc. IEEE Conf. Decision and Control.

Liu, W., Short, M., Taima, Y., and Bertozzi, A. (2010).
Multi-scale collaborative searching through swarming.
Proc. Int. Conf. Informatics in Control, Automation,
and Robotics.
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