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Abstract: Despite the potential role of microgrids is well recognized in supporting the inte-
gration of renewable energy sources into the future power system, the impacts of intermittence
renewable generation on the microgrid frequency stability is still being explored, and the related
challenges remain to be addressed. In this paper, we focus on an islanded inverter-interfaced
microgrid and present a consensus-based gradient algorithm for optimal frequency restoration
via distributed energy management, preserving the standard hierarchical control architecture
but merging the interdependent layers. The network-preserving model is applied to prevent loss
of network topology and transient characteristics. Furthermore, not only distributed generators
but also demand-side customers are considered to be actively participating in the proposed
architecture. Convergence analysis implies that the closed-loop system is asymptotically stable,
and its equilibrium will converge to the optimal solution of the associated energy management
problem, which is consistent with the observation from the simulation study, including intermit-
tent generation and load perturbation, carried out on a 6-bus test microgrid system. Therefore,
the effectiveness of the proposed algorithm is verified.
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1. INTRODUCTION

Over recent decades extensive attention has been paid
to the role of microgrids to accelerate the integration of
renewable energy sources into the traditional electrical
grid. A microgrid is generally classified as a small-scale
power system composed of multiple distributed generation
(DG) units, energy storage devices, and loads at the dis-
tribution level, which can operate either in grid-connected
or islanded mode. A stable operating point is essential to
the normal operation of an islanded microgrid; hence, the
so-called grid-forming units are necessitated to provide a
synchronous frequency and a certain voltage level at all
buses. We refer the readers to Lasseter and Paigi (2004);
Dimeas and Hatziargyriou (2005); Katiraei and Iravani
(2006) for further details. Therefore, the coordination of all
grid-forming units is crucial to the operation of microgrids,
but it remains an open challenge due to the intermittent
nature of renewable sources, especially at high penetration
levels.

Although the coordination and control strategies of a
microgrid may vary a lot depending on its configurations
and/or operation modes, the hierarchical control of an
inverter-interfaced microgrid proposed in Guerrero et al.
(2011) has been widely recognized as a general approach

1 This work was partially supported by the EC H2020 ‘Border man-
agement of variable renewable energies and storage units enabling a
translational Wholesale market (CROSSBOW)’ project.

towards standardization. The hierarchy typically consists
of three layers, namely, the primary control layer, the
secondary control layer, and the tertiary control layer,
among which the latter two are conventionally based on
a microgrid central controller (MGCC). Therefore, any
failure of connection between the MGCC and every single
unit could adversely result in instability of the entire
microgrid. Furthermore, massive data to be processed,
along with centralized calculations of the optimal setpoints
to the various microgrid units, imposes a considerable
computational burden on the MGCC. This implies that
the control approaches currently in use are not scalable
and are highly prone to single-point-of-failure. Distributed
control schemes can address these issues since they allocate
the computational tasks to every participant and, by
permitting information exchange only with neighbors, they
are more reliable, not sensitive to single-point-of-failure
and economic-friendly. Furthermore, distributed control
schemes can also address privacy-related concerns since
they do not require sensitive data to be sent to the
microgrid operator.

To this end, the idea of breaking the hierarchy was pro-
posed initially in Dörfler et al. (2016). The authors in
Li et al. (2014) further investigated the inherent common
features between frequency control and economic dispatch
in a power grid, fully demonstrating the potential of gra-
dient algorithms. More recently, the application of the
distributed gradient algorithm was extended to the field
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of microgrid, as reported in Zhao and Ding (2017), man-
aging frequency deviations caused by load fluctuations by
considering a proportional relationship between frequency
deviation and active power mismatch. However, it is now
of great benefit to using a more realistic model, where
hierarchical architecture preserved. Moreover, very little
was found in the literature on the benefits of demand
response (DR) mechanisms for frequency restoration in
spite of progress in coordinating multiple inverter-based
DG units had been achieved.

The ideas illustrated above are further developed to facili-
tate the design of the optimal frequency restoration strat-
egy, to a droop-controlled inverter-interfaced microgrid
through distributed energy management. The objective
function of the energy management problem is formulated
to minimize the overall cost of all participants in the micro-
grid, including DG units and demand-side customers. The
Multi-Agent System (MAS) is developed by assigning each
bus a bus agent (BA) that only has access to information of
its neighbors through a communication network. Besides,
the network-preserving model is adopted in this paper
to describe the couplings among neighboring buses and
inverters. Furthermore, as few modifications as possible
are made to the popularized hierarchical architecture when
designing the new strategy, i.e., with primary control,
secondary control, and tertiary control elements retained
so that the distributed algorithm can be implemented
without additional investment.

The rest of the paper is organized as follows. Section II
introduces the dynamic model of the entire microgrid. In
Section III, the detailed distributed gradient algorithm is
presented from the perspective of energy management, and
a sufficient condition for frequency restoration is given. In
Section IV, the effectiveness of the distributed algorithm
is validated via simulation studies on a 6-bus test system.
Section V concludes the paper.

2. MODELING OF A MICROGRID

2.1 DG Model

Considering that other loops in the primary controller (i.e.,
voltage control loop, current control loop, etc.) are much
faster than the droop control loop, we model the inverter
as an ideal voltage source, where all internal control loops
except the droop control loop can be ignored.

The universal principle behind the droop control could
be explained as increasing the frequency when the active
power is low to mimic the operation of a synchronous
generator. In this paper, the well-known P − ω control is
employed to regulate the inverter voltage phase angle δi by
comparing the local measurement of active power Pmi with
the desired value P di . According to Yu et al. (2011), we
adopt the typical proportional controller, and the inverter
at bus i is modeled as follows:

δ̇i = ωgi , (1a)

ωgi = ωd − kPi
(Pmi − P di ), (1b)

where ωgi and ωd are respectively the inverter frequency
deviation and its desired value, while the active power Pi
is measured and processed through a first-order low-pass
filter, giving that τPi

Ṗmi = −Pmi + Pi. Here, τPi
denotes

Fig. 1. Block diagram of proposed control architecture.

the time constant of the first-order low-pass filter. Then,
we have the simplified closed-loop dynamics of the inverter
voltage frequency, which is given by

τPi
ω̇gi + ωgi − ω

d + kPi
(Pi − P di ) = 0. (2)

2.2 Network-Preserving Model

Consider a microgrid consisting of N buses, to which at
most a DR unit or an inverter-interfaced DG unit is at-
tached, and let Yij = Gij+jBij be the admittance of trans-
mission line connecting bus i and j, where Gij and Bij
represent the conductance and susceptance, respectively.
In general, it is reasonable to assume all transmission line
impedances have an identical R/X ratio, denoted by ρ,
and, accordingly, we can deduce that Gij = −ρBij . Under
this circumstance, the encountered power losses are non-
negligible and therefore dealt with in Section 3.3.

Fig. 2. Summary of notations in the network-preserving
model

By assuming no shunt conductance, the active power flow
from bus i to j can be derived as

Pij = GijV
2
i −ViVj(Gij cos(θi−θj)+Bij sin(θi−θj)), (3)

where Vi∠θi denotes the bus voltage. See Kundur et al.
(1994) for more elaboration.

Apart from most of the relevant works, in this paper,
the inverter and load bus are treated as two entities,
with disparate dynamic models but coupled by power flow
Pii. Similar to Guo et al. (2015); Schiffer et al. (2014),

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

13120



a common assumption of purely inductive output line
impedance needs to be introduced, which can be fulfilled
by properly tuning virtual output impedances to dominate
over any resistive effects. According to the difference in
voltage phase angles between inverter and bus, we can
determine the active power output of the DG at bus i,
which is given by

Pii =
EiVi
Xi

sin(δi − θi), (4)

where the inverter voltage and output impedance is de-
noted by Ei∠δi and Xi, respectively. The aforementioned
assumption subsequently allows the parallel operation of
active and reactive power loops. Therefore, we focus only
on the active power control in this paper.

2.3 Dynamics of Voltage Phase Angles

In literature, droop methods have been widely estab-
lished for inverter-interfaced microgrids in the presence
of network-reduced models. However, when extended to
network-preserving models, the droop methods need to be
reformulated in order to facilitate the different scenarios.
From the point of view of local power mismatch, it can
be easily obtained that Pi − P di = Pii − P diG, where P diG
the nominal output power of the DG unit at bus i. Denote
the set of all buses as S, the buses equipped with DG
units as SG, the else with DR units can be represented by
SD = S\SG. Without losing generality, we set ωd to 0, and
then, integration of (2)-(4) yields

θ̇i = ωbi , i ∈ S (5a)

0 = −Diω
b
i + Pii −

∑
j∈Ni

Pij − PiL, i ∈ SG (5b)

0 = −Diω
b
i −

∑
j∈Ni

Pij − PiL − PiD, i ∈ SD (5c)

δ̇i = ωgi , i ∈ SG (5d)

0 = τPi
ω̇gi + ωgi + kPi

(Pii − P diG) + ui, i ∈ SG, (5e)

where ωbi is the frequency deviation at bus i, Di is the
damping factor of bus i, and uωi is the secondary frequency
control input used to compensate the frequency deviations
and voltage offsets induced by primary control. In the
above equation, (5a), (5b), and (5c) are models of bus
voltage phase angle, whilst (5d) and (5e) are models of
inverter voltage phase angle.

3. OPTIMAL FREQUENCY RESTORATION

In this section, we first give the control objective in
terms of how the energy management problem relates to
the optimal frequency restoration. Then we provide an
approach to integrate the primary and secondary control
features into the formulation of the energy management
problem at the tertiary control layer. Finally, We propose
our distributed consensus-based algorithm and give its
convergence analysis.

3.1 Control Objective

The control objective is to restore system frequency while
ensuring active power is shared cost-effectively. It has been
suggested in the introduction that energy management

may be an effective alternative to the classical frequency
restoration. To this end, we firstly conclude the condition
for the synchronization of a lossless microgrid, which is
given by

ωsyn = ωn +

∑
i∈SG

PiG −
∑
i∈S

PiL −
∑
i∈SD

PiD∑
i∈SG

(1/kPi
) +

∑
i∈S

Di
, (6)

where PiG is artificially created as the steady-state active
power output of the DG unit at bus i, i.e., PiG , (Pii)s. As
it can be clearly seen from (5e), PiG = P diG− (uωi +ωsyn−
ωn)/kPi

, confirming that as long as the total distributed
generation

∑
i∈SG PiG is different from the total power

consumption
∑
i∈S PiL +

∑
i∈SD PiD, the synchronized

frequency ωsyn will deviate from the natural frequency
ωn.

Summarizing, these findings provide an appropriate start-
ing point for combining energy management with fre-
quency restoration, that is, taking the power balance as
an equality constraint in the energy management problem.
Subsequently, the frequency restoration can be realized
with appropriate agent preference setups.

3.2 Problem Formulation

1) Demand-side resource. According to Rahbari-Asr
et al. (2014), demand-side resource refers to customers who
actively participate in the demand response program and
provide auxiliary services. Typically, the DR welfare Wi

quantifies the level of satisfaction determined by its energy
consumption, which can be described by

Wi(PiD) ,

{
αiP

2
iD − βiPiD, Pmin

iD ≤ PiD ≤ βi/2αi
−β2

i /4αi, βi/2αi ≤ PiD ≤ Pmax
iD

,

(7)
where Pmin

iD , Pmax
iD , αi, and βi are parameters specified

by agent preference and customers’ behavior. It should
be pointed out that the cost function is convex without
switching dynamics and will not lead to the loss of the
convexity structure of the problem.

2) DG unit. The power generation cost of the DG unit
at bus i depends to some extent on how the output power
deviates from the rated power, which can be constructed
as

Ci(PiG) , aiPiG
2 + biPiG + ci, (8)

where ai = εi/2P
d
iG, bi = −εi, and ci = εiP

d
iG/2, accord-

ingly. εi is introduced as a coefficient to indicate the trade-
off between generated power and the corresponding cost,
which can be selected according to the nominal output
power, installation cost, and maintenance cost. Interested
readers please refer to Domı́nguez-Garćıa et al. (2012)
for further details. Afterwards, we may conclude that the
lowest generation cost is achieved when the deviation of
PiG from P diG is minimized. This reveals that the optimal
frequency control can be achieved by properly adjusting
the secondary frequency control input uωi . Certainly, there
are bounds on uωi , which are consequently reflected as Pmin

iG
and Pmax

iG .

Recall (5e) and (6), the frequency aspects are implicitly
addressed in PiG, and thence, the energy management
problem located at the tertiary control layer, establishing
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the optimal operation of the microgrid to minimize opera-
tional cost, can be formulated by minimizing the operation
cost with the generation and DR constraints as follows:

min
PiD,PiG

∑
i∈SG

Ci(PiG)−
∑
i∈SD

Wi(PiD), (9a)

s.t.
∑
i∈SG

PiG =
∑
i∈S

PiL +
∑
i∈SD

PiD, (9b)

Pmin
iD ≤ PiD ≤ Pmax

iD , i ∈ SD, (9c)

Pmin
iG ≤ PiG ≤ Pmax

iG , i ∈ SG. (9d)

3.3 Distributed Consensus Algorithm

Let ui = PiG and κi = 1 for i ∈ SG, and let ui = PiD
and κi = −1 for i ∈ SD, (9) can be reformulated in the
standard form as

min
ui

N∑
i=1

fi(ui), (10a)

s.t.

N∑
i=1

κiui =

N∑
i=1

ξidi, (10b)

umin
i ≤ ui ≤ umax

i , i = 0, 1, 2, ..., N, (10c)

where di = PiL, and ξi > 1 is a coefficient to compensate
power losses and is selected by a loss allocation procedure
by solving an Optimal Power Flow (OPF) problem, which
is in a much slower time-scale and out of the scope of this
paper. It is easily perceived that this is a convex optimiza-
tion problem with affine constraints. Letting L(ui, λi) be
the Lagrangian function, we have

L(ui, λi) =

N∑
i=1

fi(ui) +

N∑
i=1

λi(κiui − ξidi), (11)

where λi is the Lagrangian multiplier. One thing worth
noting is that the inequality constraints are local, and their
presence or absence does not even affect the convergence.
Hence, the inequality constraints are needless to be in-
cluded in the Lagrangian function, and they are handled
as the boundaries of the problem domain.

Following the Karush-Kuhn-Tucker (KKT) conditions re-
ported in Boyd and Vandenberghe (2004), a point u∗ =
[u∗1, ..., u

∗
n]T is the optimal solution of (10) iff there exists

a point λ∗ such that

∂L

∂ui
= ∇f(ui) + κiλ

∗ = 0, (12a)

∂L

∂λ∗
=

N∑
i=1

(κiui − ξidi) = 0. (12b)

It implies the Lagrangian multiplier λi, which has been
associated with the economic meaning of incremental cost,
should converge to the same value. Inspired by Zhao
and Ding (2018), we propose the novel consensus-based
gradient algorithm written in a compact form as follows:

u̇ = −∇f(u)− κλ− γ1ωg − γ2ωb, (13a)

λ̇ = −η1Lλ− η2Lz + η3(κu− ξd), (13b)

ż = Lλ, (13c)

where L represents the Laplacian matrix that describes the
communication topology among agents, u = [u1, ..., un]T,

∇f(u) = ∂
∑N
i=1 fi(ui)/∂ui, λ = [λ1, ..., λn]T, z =

[z1, ..., zn]T, d = [d1, ..., dn]T, κ = diag(κ1, ..., κn), and
ξ = diag(ξ1, ..., ξn), respectively. γ1 and γ2 are both
positive semidefinite diagonal matrices, whilst η1, η2, η3
are all positive definite constants. It is noted that λi is
estimated with only the adjacent information and, more
specifically, zi is an auxiliary variable employed to ensure
the consistency of λi. Two terms, i.e., γ1ω

g and γ2ω
b, are

employed to steer control performance towards frequency
restoration objectives by eliminating steady-state devia-
tions and achieving faster convergence speed.

3.4 Convergence Analysis

To conduct convergence analysis for the proposed algo-
rithm, we assume the microgrid is lossless such that (3) can
be replaced by Pij = ViVj |Bij | sin(θi − θj), where |Bij | is
the magnitude of Bij . Analogous to Wang et al. (2019),
we explicitly construct a Lyapunov candidate function,
composed of three parts: the potential energy part, the
frequency part, and the quadratic part, which is given by

V = Wp(η)− (η − η∗)∇ηWp(η)−W ∗p (η∗)︸ ︷︷ ︸
Vp

+
∑

i∈SG

τPi

2kPi

ω̃g2i︸ ︷︷ ︸
Vω

+k (ũTũ+ λ̃Tλ̃+ z̃Tz̃)︸ ︷︷ ︸
Vk

,
(14)

where η , [δ, θ]T, ω̃gi = ωgi − ωg∗i , ω̃bi = ωbi − ωb∗i ,

ũi = ui − u∗i , λ̃ = κMT(λ− λ∗), and z̃ = MT(z − z∗). M
is an orthonormal matrix such that M−1 = MT. Notably,
the concept of Bregman is introduced, see De Persis and
Monshizadeh (2018), to construct the potential energy
part of the Lyapunov function

Wp =− 1/2
∑

i∈S

∑
j∈Ni

ViVjBij cos(θi − θj)

−
∑

i∈SG
EiVi cos(δi − θi)/Xi.

(15)

Taking the derivative of Vp, we have

V̇p =
∑N

i=1

∑
j∈Ni

P̃ij(ω
b
i − ωbj) +

∑
i∈SG

P̃ii(ω
g
i − ω

b
j).

(16)

It is indicated by (5b) and (5c) that

V̇ω = −V̇p −
∑

i∈SG

1

kPi

ω̃g2i −
∑

i∈S
Diω̃

b2
i

+
∑

i∈SG
κiω̃

g
i P̃iG +

∑
i∈SD

κiω̃
b
i P̃iD.

(17)

After that, taking the derivative of Vk, it claims

V̇k =− η3 ũT(∇f(u)−∇f(u∗))︸ ︷︷ ︸
φ1

−η1 λ̃TMTLMλ̃︸ ︷︷ ︸
φ2

− γ1ũTω̃g − γ2ũTω̃b,
(18)

where φ1 ≥ 0 and φ2 ≥ 0 can be guaranteed by invoking
the convexity of the cost function and the positive semidef-
inition of L, respectively. Along with (16) and (17), it leads
to

V̇ ≤
∑
i∈SG

κiω̃
g
i P̃iG +

∑
i∈SD

κiω̃
b
i P̃iD − k(γ1ũ

Tω̃g − γ2ũTω̃b).

(19)

Consequently, one sufficient condition for V̇ ≤ 0 is
k[γ1]ii = κi for i ∈ SG and k[γ2]ii = κi for i ∈ SD.
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According to the Lyapunov Stability theory and LaSalle’s
invariance principle reported in Khalil (2002), the system

converges to its equilibrium point if and only if V̇ ≤ 0,
which means ωgi and ui will converge to 0 and u∗i , re-
spectively; hence, the optimal frequency restoration can
be realized.

4. SIMULATION STUDY

A 6-bus microgrid shown in Fig. 3 is adopted as the test
system in order to verify the effectiveness of the proposed
control algorithm, and the simulation is conducted in
MATLAB/Simulink environment. The microgrid is com-
posed of three inverter-based DG units, three DR units,
and six respective loads. Additionally, transmission lines
are modeled as impedances with ρ equal to 0.4. The mi-
crogrid is considered to operate in the islanded-mode with
a nominal voltage of 310 V and a nominal frequency of
50 Hz. To highlight the wide applicability of the proposed
algorithm, we set the physical graph and the communi-
cation graph as two different graphs, as shown in Fig. 3.
The parameters of the test system are modified from Guo
et al. (2015), e.g., the rated active power for DG1, DG2,
and DG3 are respectively 50 kW, 100 kW, and 150 kW.

Fig. 3. Single-line diagram and communication topology
of the test microgrid

This section is organized into two case studies, starting
with generation intermittency and then generation pertur-
bation. In both scenarios, we assume regular operation,
i.e., all grid-forming units work at their rated power, at
the initial time t = 0 s, followed by a disturbance that
occurs at t = 20 s. Although Q − V control is not being
discussed in this paper, we introduce Gaussian noise into
each inverter and bus to emulate the variations in voltage
amplitudes.

4.1 Generation Intermittency

Here we proceed with a scenario of generation intermit-
tency, namely, the maximum output power of DG1 drops
from 55 kW to 25 kW, restricted by the primary source
input (e.g., illumination intensity and wind speed). As
illustrated in Fig. 4, the frequency is well restored to the
nominal value within a settling time of about 1.7 s, while
the incremental costs undergo a significant oscillation and
take another 5 s to converge to a relatively higher value
but do not affect the frequency stability at all. It can
also be observed that, after the disturbance occurs, the

secondary frequency control inputs of DG2 and DG3 tend
to be identical, demonstrating proportional active power-
sharing is re-achieved, though some adjustments have been
made according to the needs in compensating power losses.
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Fig. 4. Evolution of (a) inverter frequency and incremental
cost, (b) DR unit power consumption and secondary
frequency control input under generation intermit-
tency.

4.2 Load Perturbation

Considering the network-preserving model adopted, we
can speculate that the influence caused by a disturbance on
the inverter side may be different from that on the bus side,
for which simulation study is carried out. We specify an
increase in load demand at bus 6 from 40 kW to 70 kW at
t = 20 s. As shown in Fig. 5, the frequency deviation, which
is less remarkable compared with Fig. 4(a), is quickly elim-
inated as demand-side customers are encouraged to lower
consumption, and secondary frequency control inputs are
tuned to increase outputs, to balance power mismatch.
Besides, the influence of power loss is avoided, that is, no
steady-state deviation is found. These coincide with the
conclusion for the previous case study. Thus, the proposed
algorithm is also sufficiently compelling under load pertur-
bation. Given the performance after variations in voltage
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Fig. 5. Evolution of (a) inverter frequency and incremental
cost, (b) DR unit power consumption and secondary
frequency control input under load perturbation.

amplitudes are already included, we can convince that the
proposed strategy can still achieve the expected control
effect under the parallel operation of active/reactive power
controls.

5. CONCLUSION

In this paper, we introduce a consensus-based gradient
algorithm for frequency restoration based on distributed
energy management in an islanded inverter-interfaced mi-
crogrid. Both the DR units and the DG units are taken
into account as dispatchable resources, and the network-
preserving model is deployed to prevent loss of network
topology and transient characteristics as well. Finally, the
control performance of the proposed distributed algorithm
is assessed under different disturbances, which demon-
strate that our algorithm can well coordinate various par-
ticipants, promptly eliminate frequency deviations, and
achieve the cost-effective operation of a generic microgrid.
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