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Abstract: In this paper, we propose a compositional framework for the construction of control
barrier functions for networks of continuous-time stochastic control systems. The proposed
scheme is based on a notion of so-called pseudo-barrier functions computed for subsystems,
using which one can synthesize state-feedback controllers for interconnected systems enforcing
safety specifications over a finite-time horizon. Particularly, we first leverage sufficient small-
gain type conditions to compositionally construct control barrier functions for interconnected
systems based on the corresponding pseudo-barrier functions computed for subsystems. Then,
using the constructed control barrier functions, we quantify upper bounds on exit probabilities
- the probability that an interconnected system reaches certain unsafe regions - in a finite-time
horizon. We employ a systematic technique based on the sum-of-squares optimization program
to search for pseudo-barrier functions of subsystems while synthesizing safety controllers. We
demonstrate our proposed results by applying them to a temperature regulation in a network
of 1000 rooms.
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1. INTRODUCTION

Motivations. Large-scale continuous-time stochastic sys-
tems are important modeling frameworks characterizing
many real-life engineering systems. They received con-
siderable attentions among both control theorists and
computer scientists in the past decade. Automated pol-
icy synthesis for this type of complex stochastic systems
against some high-level properties, e.g., those expressed
as linear temporal logic (LTL) formulae (Pnueli, 1977) is
naturally very challenging due to the continuous state sets.
In particular, providing automated synthesis of correct-by-
design controllers for continuous-time stochastic systems is
a crucial task in many safety-critical applications.

Since the closed-form characterization of synthesized poli-
cies for continuous-time stochastic systems is not available
in general, one potential solution is to approximate orig-
inal models by simpler ones with finite state sets (finite
abstractions). However, the proposed techniques hinge on
the discretization of state and input sets and consequently
suffer severely from the curse of dimensionality problem.
To alleviate this issue, one solution is to consider the
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large-scale stochastic system as an interconnected system
composed of several smaller subsystems, and provide a
compositional scheme for the construction of finite ab-
stractions for the given system via finite abstractions of
smaller subsystems (Mallik et al., 2019; Soudjani et al.,
2017; Lavaei et al., 2018; Lavaei et al., 2019, 2020; Lavaei
et al., 2020; Lavaei et al., 2020; Lavaei and Zamani, 2019;
Lavaei et al., 2019; Lavaei, 2019; Nejati and Zamani, 2020;
Nejati et al., 2020).

Another potential solution to mitigate the computational
complexity arising in the analysis of large-scale stochas-
tic systems is to employ control barrier functions as a
discretization-free approach for the controller synthesis
of complex systems. In this respect, discretization-free
techniques based on barrier functions for stochastic hybrid
systems are initially proposed by Prajna et al. (2007).
Stochastic safety verification using barrier certificates for
switched diffusion processes and stochastic hybrid systems
is respectively proposed by Wisniewski and Bujorianu
(2017) and Huang et al. (2017). A verification approach
for stochastic switched systems via barrier functions is
proposed by Anand et al. (2019). Verification of Markov
decision processes using barrier certificates is proposed
by Ahmadi et al. (2018). Temporal logic verification of
stochastic systems via control barrier certificates is studied
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by Jagtap et al. (2018) with extensions to formal synthe-
sis Jagtap et al. (2019). An adaptive control-based barrier
function for a class of stochastic nonlinear systems with
full-state constraints is presented by Liu et al. (2018). Con-
trol barrier functions for complete and incomplete infor-
mation stochastic systems are recently proposed by Clark
(2019).

Contributions. In this paper, we propose a compositional
approach for the construction of control barrier functions
for continuous-time stochastic systems. We first compo-
sitionally construct control barrier functions for intercon-
nected systems based on so-called pseudo-barrier functions
of subsystems by leveraging small-gain conditions. Then,
given the constructed control barrier functions, we quan-
tify upper bounds on the probability that interconnected
systems reach certain unsafe regions in a finite-time hori-
zon. We finally utilize a systematic technique based on
the sum-of-squares optimization program (Parrilo, 2003)
to search for pseudo-barrier functions of subsystems. We il-
lustrate the effectiveness of our proposed results by apply-
ing them to a temperature regulation in a circular building
containing 1000 rooms by compositionally synthesizing
safety controllers (together with the corresponding pseudo-
barrier functions) regulating the temperature of each room
for a bounded-time horizon. Proofs of all statements are
omitted in this work due to space limitations.

2. CONTINUOUS-TIME STOCHASTIC CONTROL
SYSTEMS

2.1 Notations and Preliminaries

The following notation is utilized throughout the paper.
We denote the set of nonnegative integers by N0 :=
{0, 1, 2, . . .} and the set of positive integers by N :=
{1, 2, 3, . . .}. Symbols R, R>0, and R≥0 denote the set of
real, positive, and nonnegative real numbers, respectively.
We use Rn to denote an n-dimensional Euclidean space
and Rn×m to denote the space of real matrices with n rows
and m columns. We denote by diag(a1, . . . , aN ) a diagonal
matrix in RN×N with diagonal matrix entries a1, . . . , aN
starting from the upper left corner. Given a matrix A ∈
Rn×m, Tr(A) represents the trace of A which is the sum of
all its diagonal elements. We employ x = [x1; . . . ;xN ] to
denote the corresponding vector of the dimension

∑
i ni,

given N vectors xi ∈ Rni , ni ∈ N≥1, and i ∈ {1, . . . , N}.
Given a vector x ∈ Rn, ‖x‖ denotes the Euclidean norm
of x. Given functions fi : Xi → Yi, for any i ∈ {1, . . . , N},
their Cartesian product

∏N
i=1 fi :

∏N
i=1Xi →

∏N
i=1 Yi is

defined as (
∏N
i=1 fi)(x1, . . . , xN ) = [f1(x1); . . . ; fN (xN )].

The identity matrix in Rn×n is denoted by In. A function
γ : R≥0 → R≥0, is said to be a class K function if it is
continuous, strictly increasing, and γ(0) = 0. A class K
function γ(·) is said to be a class K∞ if γ(r) → ∞ as
r →∞.

We consider a probability space (Ω,FΩ,PΩ), where Ω is
the sample space, FΩ is a sigma-algebra on Ω comprising
subsets of Ω as events, and PΩ is a probability measure
that assigns probabilities to events. We assume that triple
(Ω,FΩ,PΩ) is endowed with a filtration F = (Fs)s≥0 sat-
isfying the usual conditions of completeness and right con-

tinuity. Moreover, we consider (Ws)s≥0 as a b-dimensional
F-Brownian motion.

2.2 Continuous-Time Stochastic Control Systems

We consider continuous-time stochastic control systems
(ct-SCS) as formalized in the following definition.

Definition 1. A continuous-time stochastic control system
(ct-SCS) in this paper is characterized by the tuple

Σ = (X,U,W,U ,W, f, σ, Y, h), (1)

where

• X ⊆ Rn is the state set of the system;
• U ⊆ Rm is the external input set of the system;
• W ⊆ Rp is the internal input set of the system;
• U and W are respectively subsets of the sets of all
F-progressively measurable processes taking values in
Rm and Rp;

• f : X × U × W → X is the drift term which
is globally Lipschitz continuous: there exist con-
stants Lx,Lν ,Lw ∈ R≥0 such that ‖f(x, ν, w) −
f(x′, ν′, w′)‖≤ Lx‖x−x′‖+Lν‖ν−ν′‖+Lw‖w−w′‖
for all x, x′ ∈ X, for all ν, ν′ ∈ U , and for all
w,w′ ∈W ;

• σ : Rn → Rn×b is the diffusion term which is globally
Lipschitz continuous with the Lipschitz constant Lσ;

• Y ⊆ Rq is the output set of the system;
• h : X → Y is the output map.

A continuous-time stochastic control system Σ satisfies

Σ :

{
dξ(t) = f(ξ(t), ν(t), w(t)) dt+ σ(ξ(t)) dWt,
ζ(t) = h(ξ(t)),

(2)

P-almost surely (P-a.s.) for any ν ∈ U and any w ∈ W,
where stochastic processes ξ : Ω × R≥0 → X and ζ : Ω ×
R≥0 → Y are called the solution process and the output
trajectory of Σ, respectively. We also employ ξaνw(t) to
denote the value of the solution process at time t ∈ R≥0

under input trajectories ν and w from an initial condition
ξaνw(0) = a P-a.s., where a is a random variable that is F0-
measurable. We also denote by ζaνw the output trajectory
corresponding to the solution process ξaνw.

Given the ct-SCS in (1), we are interested in Markov
policies to control the system.

Definition 2. A Markov policy for the ct-SCS Σ in (1) is
the map ρ : B(U) × X × R≥0 → [0, 1], with B(U) being
the Borel sigma-algebra on the external input space, such
that ρ(· | · , t) is a universally measurable stochastic kernel
for all t ∈ R≥0 (Ross, 2008). For any state x ∈ X at time
t, the input ν(t) is chosen according to the probability
measure ρ(· |x, t). The class of all such Markov policies
is denoted by ΠM . Although we define continuous-time
stochastic control systems ct-SCS with outputs, we assume
full-state information is available for the sake of controller
synthesis. The role of the outputs is mainly for the sake of
interconnecting systems as explained in detail in Section
4.

Since the main contribution of this work is to propose
a compositional approach for the construction of control
barrier functions, we are eventually interested in inves-
tigating interconnected systems without having internal
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inputs. In this case, the tuple (1) reduces to (X,U,U , f, σ)
with f : X ×U → X, and ct-SCS (2) can be re-written as

Σ : dξ(t) = f(ξ(t), ν(t)) dt+ σ(ξ(t)) dWt.

In the next sections, we propose an approach for the
compositional construction of control barrier functions for
interconnected ct-SCS. To achieve this, we define notions
of control pseudo-barrier and barrier functions for ct-SCS
and interconnected versions, respectively.

3. CONTROL PSEUDO-BARRIER AND BARRIER
FUNCTIONS

In this section, we first introduce a notion of control
pseudo-barrier functions (CPBF) for ct-SCS with both
internal and external inputs. We then define a notion of
control barrier functions (CBF) for ct-SCS with only exter-
nal inputs. We leverage the former notion to composition-
ally construct the latter one for interconnected systems.
We mainly employ the latter notion to quantify upper
bounds on the probability that the interconnected system
reaches certain unsafe regions in a finite-time horizon via
Theorem 6.

Definition 3. Consider a ct-SCS Σ = (X,U,W,U ,W, f, σ,
Y, h). Let X0, Xu ⊆ X be initial and unsafe sets of
the system, respectively. A twice differentiable function
B : X → R≥0 is called a control pseudo-barrier function
(CPBF) for Σ if there exist α, κ ∈ K∞, ρint ∈ K∞ ∪ {0},
γ, ψ ∈ R≥0 and λ ∈ R>0, such that

B(x) ≥ α(‖h(x)‖), ∀x ∈ X, (3)

B(x) ≤ γ, ∀x ∈ X0, (4)

B(x) ≥ λ, ∀x ∈ Xu, (5)

and ∀x ∈ X, ∃ν ∈ U , such that ∀w ∈W ,

LB(x) ≤ −κ(B(x)) + ρint(‖w‖) + ψ, (6)

where LB is the infinitesimal generator of the stochastic
process acting on the function B (Oksendal, 2013), as
defined in the next remark.

Remark 4. Note that the infinitesimal generator L of the
process ξ(t) acting on function B : X → R≥0 is defined as

LB(x)=∂xB(x)f(x, ν, w)+
1

2
Tr(σ(x)σ(x)T∂x,xB(x)). (7)

The employed quantifiers in the condition (6) implicitly
imply that one can synthesize decentralized controllers for
Σ since the control input ν is independent of internal in-
puts w (state information of other subsystems). However,
one can change the sequence of the quantifier in (6) to
∀x ∈ X,∀w ∈ W, ∃ν ∈ U in order to design distributed
control policies. In this latter case, the chance of finding
control pseudo-barrier functions gets increased since dis-
tributed controllers do not need to be robust against the
whole range of the internal input set.

Now we amend the above notion for the interconnected
ct-SCS without internal inputs by simply eliminating all
the terms related to w. This notion will be utilized in The-
orem 6 for quantifying upper bounds on exit probabilities
over systems without internal inputs (e.g., interconnected
stochastic systems).

Definition 5. Consider the (interconnected) system Σ =
(X,U,U , f, σ) with initial and unsafe sets X0, Xu ⊆ X.

A twice differentiable function B : X → R≥0 is called a
control barrier function (CBF) for Σ if

B(x) ≤ γ, ∀x ∈ X0, (8)

B(x) ≥ λ, ∀x ∈ Xu, (9)

and ∀x ∈ X, ∃ν ∈ U such that

LB(x) ≤ −κ(B(x)) + ψ, (10)

for some κ ∈ K∞, γ, ψ ∈ R≥0, and λ ∈ R>0 with λ > γ.

The next theorem shows the usefulness of CBF to quantify
upper bounds on the exit probability of (interconnected)
systems without having internal inputs.

Theorem 6. Let Σ = (X,U,U , f, σ) be an (interconnected)
ct-SCS without internal inputs. Suppose B is a CBF for
Σ as in Definition 5, and there exists a constant κ̂ ∈ R>0

such that the function κ ∈ K∞ in (10) satisfies κ(s) ≥ κ̂s,
∀s ∈ R≥0. Then the probability that the solution process of
Σ starts from any initial state ξ(0) = x0 ∈ X0 and reaches
Xu under the policy ν(·) within a finite-time horizon
[0, Td] ⊆ R≥0 is formally quantified as

Px0
ν

{
sup

0≤t≤Td
B(ξ(t)) ≥ λ | ξ(0) = x0

}
≤ δ, (11)

δ :=


1− (1− γ

λ
)e−

ψTd
λ , if λ ≥ ψ

κ̂
,

κ̂γ + (eκ̂Td − 1)ψ

κ̂λeκ̂Td
, if λ ≤ ψ

κ̂
.

Remark 7. In Section 5, we reformulate the conditions of
Definition 5 to an optimization problem such that one can
minimize the values of γ and ψ in order to acquire an
upper bound in the finite-time horizon that is as tight as
possible.

In the next section, we analyze networks of stochastic
control subsystems and show under which conditions one
can construct a CBF of an interconnected system using its
CPBF of subsystems.

4. COMPOSITIONAL CONSTRUCTION OF CBF

In this section, we provide a compositional framework
for the construction of control barrier functions for in-
terconnected systems Σ. Suppose we are given control
subsystems Σi = (Xi, Ui,Wi,Ui,Wi, fi, σi, Yi, hi), i ∈
{1, . . . , N}, where their internal inputs and outputs are
partitioned as

wi = [wi1; . . . ;wi(i−1);wi(i+1); . . . ;wiN ],

yi = [yi1; . . . ; yiN ], (12)

and their output spaces and functions are of the form

Yi =

N∏
j=1

Yij , hi(xi) = [hi1(xi); . . . ;hiN (xi)], (13)

with hii(xi) = xi (i.e., full state information of subsys-
tems). The outputs yii = xi are interpreted as external
ones, whereas the outputs yij with i 6= j are internal
ones which are employed to interconnect these stochas-
tic control subsystems. For the interconnection, if there
is a connection from Σj to Σi, we assume that wij is
equal to yji. Otherwise, we put the connecting output
function identically zero, i.e., hji ≡ 0. An example of the
interconnection of two stochastic subsystems Σ1 and Σ2 is
illustrated in Figure 1.
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I(Σ1,Σ2)

Σ1

Σ2

x1ν1

x2ν2

y12

w21 y21

w12

Fig. 1. Interconnection of two stochastic subsystems Σ1

and Σ2.

Now we define the interconnected stochastic control sys-
tems.

Definition 8. ConsiderN ∈ N≥1 stochastic control subsys-
tems Σi = (Xi, Ui,Wi,Ui,Wi, fi, σi, Yi, hi), i ∈ {1, . . . , N},
with the input-output configuration as in (12) and (13).
The interconnection of Σi, ∀i ∈ {1, . . . , N}, is the inter-
connected stochastic control system Σ = (X,U,U , f, σ),

denoted by I(Σ1, . . . ,ΣN ), such that X :=
∏N
i=1Xi,

(with X0 :=
∏N
i=1X0i , Xu :=

∏N
i=1Xui), U :=

∏N
i=1 Ui,

f :=
∏N
i=1 fi, and σ := [σ1(x1); · · · ;σN (xN )], subject to

the following constraint:

∀i, j ∈ {1, . . . , N}, i 6= j : wji = yij , Yij ⊆Wji.

Assume that for control subsystems Σi, i ∈ {1, . . . , N},
there exist CPBF Bi as defined in Definition 3 with
functions αi, κi ∈ K∞, ρinti ∈ K∞ ∪ {0}, and constants
γi, ψi ∈ R≥0 and λi ∈ R>0. In order to establish the main
compositionality result of the paper, we raise the following
small-gain type assumption.

Assumption 9. Assume that for any i, j ∈ {1, · · · , N},
i 6= j, there exist K∞ functions γ̂i and constants λ̂i ∈ R>0

and δ̂ij ∈ R≥0 such that for any s ∈ R≥0:

κi(s) ≥ λ̂iγ̂i(s), (14)

hji ≡ 0 =⇒ δ̂ij = 0, (15)

hji 6≡ 0 =⇒ ρinti((N − 1)α−1
j (s)) ≤ δ̂ij γ̂j(s), (16)

where αj , κi, and ρinti, represent the corresponding K∞
functions related to Bi appearing in Definition 3.

Before presenting the next main theorem, we define Λ :=

diag(λ̂1, . . . , λ̂N ), ∆ := {δ̂ij}, where δ̂ii = 0 ∀i ∈
{1, · · · , N}, and Γ(s) := [γ̂1(s1); . . . ; γ̂N (sN )], where s =
[s1; . . . ; sN ]. In the next theorem, we leverage the small-
gain Assumption 9 to compute compositionally a control
barrier function for the interconnected system Σ as in
Definition 5.

Theorem 10. Consider the interconnected stochastic con-
trol system Σ = I(Σ1, . . . ,ΣN ) induced by N ∈ N≥1

stochastic control subsystems Σi. Suppose that each con-
trol subsystem Σi admits a CPBF Bi as defined in Defi-
nition 3 with initial and unsafe sets X0i and Xui , respec-
tively. If Assumption 9 holds and there exists a vector
µ ∈ RN>0 such that

µT (−Λ + ∆) < 0, (17)
N∑
i=1

µiλi >

N∑
i=1

µiγi, (18)

then

B(x) :=

N∑
i=1

µiBi(xi) (19)

is a CBF for the interconnected system Σ = I(Σ1, . . . ,ΣN )

with the initial and unsafe sets X0 :=
∏N
i=1X0i , Xu :=∏N

i=1Xui , respectively.

Remark 11. Note that a vector µ ∈ RN>0 satisfying compo-
sitionality condition (17) exists if and only if the spectral
radius of Λ−1∆ is strictly less than one (Dashkovskiy
et al., 2011). In this case if ∆ is irreducible, µ can be
chosen as the left eigenvector of −Λ + ∆ corresponding to
the largest eigenvalue, which is real and negative by the
Perron-Frobenius theorem (Axelsson, 1994).

Remark 12. Note that the condition (18) in general is not
very restrictive since constants µi in (19) play a consid-
erable role in rescaling CPBF for subsystems while nor-
malizing the effect of internal gains of other subsystems.
One can expect that the inequality (18) holds in many
applications due to this rescaling.

5. COMPUTATION OF CPBF

In this section, we reformulate the proposed conditions
in Definition 3 as a sum-of-squares (SOS) optimization
problem (Parrilo, 2003) and provide a systematic approach
for computing CPBF and corresponding control policies
for subsystems Σi. The SOS technique relies on the fact
that a polynomial is non-negative if it can be written as a
sum of squares of different polynomials. In order to utilize
an SOS optimization, we raise the following assumption.

Assumption 13. Subsystem Σi has a continuous-state set
Xi ⊆ Rni and continuous external and internal input sets
Ui ⊆ Rmi and Wi ⊆ Rpi . Moreover, the drift term fi : Xi×
Ui × Wi → Xi is a polynomial function of the state xi
and external and internal inputs νi, wi. Furthermore, the
diffusion term σi : Rni → Rni×bi is a polynomial function
of the state xi.

Under Assumption 13, the following lemma provides a
set of sufficient conditions for the existence of a CPBF
required in Definition 3, which can be solved as an SOS
optimization problem.

Lemma 14. Suppose Assumption 13 holds and setsX0, Xu,
X,W can be defined by vectors of polynomial inequal-
ities X0i = {xi ∈ Rni | g0i(xi) ≥ 0}, Xui = {xi ∈
Rni | g1i(xi) ≥ 0}, Xi = {xi ∈ Rni | gi(xi) ≥ 0},
and Wi = {wi ∈ Rpi | gwi(wi) ≥ 0}, where the in-
equalities are defined element-wise. Suppose there exists a
sum-of-squares polynomial Bi(xi), constants γi, ψi ∈ R≥0,
λi ∈ R>0, functions αi, κi ∈ K∞, ρinti ∈ K∞ ∪ {0},
polynomials lνji (x) corresponding to the jth input in

νi = (ν1i , ν2i , . . . , νmi) ∈ Ui ⊆ Rmi , and vectors of sum-

of-squares polynomials l0i(xi), l1i(xi), li(xi), l̂i(xi), and
lwi(xi) of appropriate dimensions such that the following
expressions are sum-of-squares polynomials:
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Σ1000

Fig. 2. A circular building in a network of 1000 rooms.

Bi(xi)− lTi (xi)gi(xi)− αi(‖hi(xi)‖), (20)

−Bi(xi)− lT0i(xi)g0i(xi) + γi, (21)

Bi(xi)− lT1i(xi)g1i(xi)− λi, (22)

−LBi(xi)− κi(Bi(xi)) + ρinti(‖wi‖) + ψi

−
mi∑
j=1

(νji−lνji (xi))− l̂
T
i (xi)gi(xi)− lTwi(wi)gwi(wi). (23)

Then, Bi(xi) satisfies conditions (3)-(6) in Definition 3
and νi = [lν1i (xi); . . . ; lνmi (xi)], i ∈ {1, . . . , N}, is the
corresponding safety controller.

Remark 15. Note that the function κi(·) in (23) can cause
nonlinearity on unknown parameters of Bi. A possible
way to avoid this issue is to consider a linear function
κi(r) = κ̂ir, ∀r ∈ R≥0, with some constant κ̂i ∈ R>0 as
appeared in Theorem 6. Then one can employ bisection
method to minimize the value of κ̂i.

Remark 16. Note that for computing the sum-of-squares
polynomial Bi(xi) fulfilling reformulated conditions (20)-
(23), one can readily employ existing software tools
available in the literature such as SOSTOOLS (Pa-
pachristodoulou et al., 2013) together with a semidefinite
programming (SDP) solver such as SeDuMi (Sturm, 1999).

6. CASE STUDY

To illustrate the effectiveness of the proposed results, we
apply our approaches to the temperature regulation in a
network of 1000 rooms, each equipped with a heater and
connected circularly as depicted in Figure 2. We compute
CPBF of each room while compositionally synthesizing
safety controllers to regulate the temperature of each room
in a comfort zone for a bounded-time horizon.

The model of this case study is adapted from (Girard
et al., 2016) by including stochasticity in the model. The
evolution of the temperature T (·) can be described by the
interconnected stochastic differential equation

Σ : dT (t) = (AT (t)+θThν(t)+βTE)dt+GdWt, (24)

where A is a matrix with diagonal elements āii = −2η −
β − θνi(t), i ∈ {1, . . . , n}, off-diagonal elements āi,i+1 =
āi+1,i = ā1,n = ān,1 = η, i ∈ {1, . . . , n − 1}, and all other
elements are identically zero. Parameters η = 0.05, β =
0.005, and θ = 0.01 are conduction factors, respectively,
between the rooms i ± 1 and i, the external environment
and the room i, and the heater and the room i. Moreover,
G = 0.1In, TE = [Te1 ; . . . ;Ten ], ν(t) = [ν1(t); . . . ; νn(t)],
and T (t) = [T1(t); . . . ;Tn(t)]. Outside temperatures are
the same for all rooms: Tei = −1 ◦C, ∀i ∈ {1, . . . , n}, and
the heater temperature is Th = 50 ◦C. Now by considering
the individual rooms as Σi described by

Σi :

{
dTi(t)=(āiiTi(t)+θThνi(t)+ηwi(t)+βTei)dt+0.1dWti,
ζi(t)=Ti(t),

one can readily verify that Σ = I(Σ1, . . . ,ΣN ) where
wi(t) = ζi±1(t) (with ζ0 = ζn and ζn+1 = ζ1). Note that for
the sake of a simpler illustration of the results, we assume
that all subsystems are homogeneous.

The regions of interest in this example are Xi ∈
[1, 50], X0i ∈ [19, 21], Xui = [1, 17] ∪ [23, 50],∀i ∈
{1, . . . , n}. The main goal is to find a CBF for the intercon-
nected system, during which a safety controller is synthe-
sized for Σ maintaining the temperature of rooms in a com-
fort zone [17, 23]1000. The idea here is to search for CPBF
and accordingly design local controllers for subsystems Σi.
Consequently, the controller for the interconnected system
Σ is simply a vector such that its ith component is the
controller for the subsystem Σi. We employ the software
tool SOSTOOLS and the SDP solver SeDuMi to compute
CPBF as described in Section 5. According to Lemma 14,
we compute CPBF of an order 2 as Bi(Ti) = 0.1469T 2

i −
5.8788Ti+58.8027 and the corresponding safety controller
of an order 2 as νi(Ti) = 0.0017T 2

i −0.08201Ti+1.3857 for
all i ∈ {1, . . . , n}. Moreover, the corresponding constants
and functions in Definition 3 satisfying conditions (3)-(6)
are quantified as γi = 0.16, λi = 1.3, κi(s) = 0.01s, ψi =
10−4, αi(s) = 45 × 10−6s, ρinti(s) = 4.4955 × 10−9s,∀s ∈
R≥0.

We now proceed with Theorem 10 to construct a CBF for
the interconnected system using CPBF of subsystems. One
can readily verify that the small-gain Assumption 9 holds

with γ̂i(s) = s,∀s ∈ R≥0, λ̂i = 0.01, δ̂ij = 9.99 × 10−5.
By selecting µi = 1,∀i ∈ {1, . . . , n}, one can readily
show that the spectral radius of Λ−1∆ is 0.9996 which
is strictly less that one (cf. Remark 11), and consequently
the compositionality condition (17) is satisfied. Moreover,
the compositionality condition (18) is also met since λi >
γi,∀i ∈ {1, . . . , n}. Then by employing the results of The-

orem 10, one can conclude that B(T ) =
∑1000
i=1 (0.1469T 2

i −
5.8788xi+58.8027) is a CBF for the interconnected system
Σ with γ = 160, λ = 1300, κ(s) = 0.0098s,∀s ∈ R≥0, and
ψ = 0.1. Accordingly, ν(T ) = [0.0017T 2

1 − 0.08201T1 +
1.3857; . . . ; 0.0017T 2

1000−0.08201T1000+1.3857] is the over-
all safety controller for the interconnected system.

By employing Theorem 6, one can guarantee that the
temperature of the interconnected system Σ starting from
initial conditions x0 ∈ [19, 21]1000 remains in the safe set
[17, 23]1000 during the finite-time horizon Td = 10 with a
probability at least 88%, i.e.,

Px0
ν

{
B(ξ(t)) < λ | ξ(0) = x0, ∀t ∈ [0, 10]

}
≥ 0.88 . (25)

Closed-loop state trajectories of a representative room
with 10 different noise realizations are illustrated in Fig-
ure 3. As illustrated, one out of 10 trajectories violates
the safety specification, which is in accordance with the
theoretical guarantee in (25).
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