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Abstract: A flexible architecture is developed with the purpose of supporting education and
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redesign for obstacle avoidance are addressed.
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1. INTRODUCTION

Research on autonomous driving is motivated by the chal-
lenges of the worldwide overloaded traffic networks. Coop-
erating autonomous vehicles are significant components in
a well organised future multi-modal traffic infrastructure.
The technology promises improvement in car safety and
efficiency with respect to travel time, energy consumption
and reduced emission. To support research and education
on this multidisciplinary field, a project is initiated by the
Institute for Computer Science and Control (SZTAKI) and
the Research Center of Vehicle Industry (JKK) with the
purpose of developing an open platform for autonomous
and cooperative driving.
In this paper the current state of control system is pre-
sented. The main objective of the specification of control
architecture is flexibility that allows independent develop-
ment of the different functions in a plug-and-play manner.
To this end, the control problem of autonomous naviga-
tion is decomposed to the following main tasks with well
defined interfaces.
(1) At the lowest level of control hierarchy, there are ref-

erence tracking controllers that manage the actuators:
steering angle or yaw rate; and speed or acceleration
reference tracking

? The research presented in this paper was carried out as part of
the "Dynamics and Control of Autonomous Vehicles meeting the
Synergy Demands of Automated Transport Systems (EFOP-3.6.2-
16-2017-00016)" project in the framework of the New Széchenyi Plan.
The completion of this project is funded by the European Union and
co-financed by the European Social Fund.
This work was also supported by the National Research Development
and Innovation Fund through the project "SEPPAC: Safety and
Economic Platform for Partially Automated Commercial vehicles"
(VKSZ 14-1-2015-0125).

(2) Path or trajectory tracking control. Given the path
in the form of splines or a sequence of points, and
given a corresponding speed/acceleration profile, the
controller defines the reference signal based on knowl-
edge of the closed-loop model of the low level control
system.

(3) Path and trajectory planning. Furnished with the
information about the surrounding environment and
given the target in a relatively small time and spatial
horizon, this level of control plans or modifies the
reference path and trajectory to satisfy constraints
and optimality criteria.

(4) Behaviour planning is responsible for analysing traffic
situations and making decisions by setting short range
targets.

(5) Keeping the global goals in mind, route planning
selects the best routes.

Current state of the project covers some initial solutions
regarding points 1)-3). The paper is organised as follows.
A steering angle reference tracking controller and a path
tracking controller are presented in Sections 2 and 3, re-
spectively. Sensor offset estimation is discussed in Section
3.6. The representation of the path with quintic G2-splines
and the computation of the closest path point to a given
point are detailed in Section 4. Path planning based on
artificial potential fields are presented in Section 5. The
experimental validation of the control system on the au-
tonomous vehicle is presented in Section 6.

2. STEERING ANGLE REFERENCE TRACKING

The steering angle reference tracking controller is imple-
mented on the NI cRIO9039 device. It receives the ref-
erence signal δref through network CAN1 from the path
tracking controller and calculates a virtual driver’s torque
signal as command to the steering servo actuator. The
steering servo actuator has a significant dead-zone effect
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Fig. 1. Path-tracking problem formulation

on its input. The controller is a proportional-integral-
derivative (PID) series compensator with integrator an-
tiwindup, Goodwin et al. (2000), and is described by the
following equations

u(k) = satūu(uP (k) + uI(k) + uD(k)) (1)
uP (k) =KP e(k) (2)

uD(k) = KD

cdz
(δ(k − 1)− δ(k)) (3)

uI(k) = cdzKI(e(k) + e(k − 1)) + xI(k) (4)
(5)

where e(k) = δref (k) − δ(k) denotes the tracking error,
satūu(.) denotes the saturation function with lower and up-
per limits u and ū, respectively, KP ,KD,KI are constant
parameters, and xI is a state variable defined by

xI(k + 1) =
{
ū− uP (k), if xI(k) + uP (k) > ū
u− uP (k), if xI(k) + uP (k) < u
cdzKI(e(k) + e(k − 1)) + xI(k), otherwise

(6)

cdz is a scaling parameter whose nominal value equals to
1, and is set to 1200 when u(k) is in the assumed dead-
zone. This scaling accelerates the controller in order to
quickly leave the dead-zone, thus the effects of this input
nonlinearity is drastically reduced.

3. PATH TRACKING CONTROLLER

At the next level of control hierarchy, the path tracking
controller receives the reference path in the form of quin-
tic G2 splines and the GPS position and orientation of
the vehicle, and calculates the steering angle (reference)
required to accurately follow the path. A possible control
approach can be that a virtual reference vehicle is defined
that accurately tracks the path, and the deviation of the
state variables of the true vehicle and this reference vehicle
is minimized. The tracking problem is illustrated in Fig. 1,
where v, β, δ and ψ denote the speed vector, side-slip angle,
steering angle and the orientation of the vehicle, respec-
tively, and for the virtual reference vehicle vref , βref , δref
and ψref denote the target quantities calculated from the
path based on the kinematic model of the vehicle.

3.1 Problem Formulation

Let a segment of the path curve be represented by a quintic
vector valued polynomial F (θ) =

[
x(θ)
y(θ)

]
, F : R 7→ R2,

with virtual parameter θ. Let dF : R2 7→ R denote the
signed distance of a point to curve F , where the sign is
defined to be positive on the right side of the path, and
negative on the left. Formally, the goal of the path tracking
problem is that the vehicle’s center of gravity (CG) point

z(k) =
[
x(k)
y(k)

]
be on the reference path at all discrete

time k, i.e., dF (z(k)) = 0 ∀k.

3.2 Controller Structure

According to the kinematic single-track model of motion,
Rajamani (2011), the steering angle δref (k) is related with
the momentary curvature κref (k) = 1/Rref (k) of the
trajectory by

δref (k) = arctan
(

`κref (k)√
1− `2rκref (k)2

)
≈ `κref (k), (7)

where ` denotes the wheelbase. For relatively small an-
gles and curvature, the linear approximation δref (k) =
`κref (k) is sufficient. The side-slip angle

βref (k) = arctan
(

`rκref (k)√
1− `2rκref (k)2

)
≈ `rκref (k). (8)

together with the vehicle orientation ψref determine the
direction of motion, i.e., the unit vector vref

‖vref‖ . In (8) `r
denotes the distance between CG and the rear axle.
If the vehicle’s CG was on the reference path (i.e., d(k) ,
dF (z(k)) = 0) with speed vector being tangential to the
path, and the low level steering angle reference tracking
was perfect, then a steering angle as defined in (7) would
keep the vehicle on the G2 continuous path, Piazzi et al.
(2002); For this reason it is sensible to apply a feed-forward
control signal term

δref,ff (k) = kffκref (k), kff = `. (9)
Additional output-feedback terms should address the ef-
fects of uncertainties and nonzero initial conditions, and
the goal is that the distance of the vehicle’s CG point
from the path d and the angular difference between the
tangent of the path and the speed vector of the vehicle are
asymptotically driven to zero. The complete path tracking
controller has the following form

δref (k) = kffκref (k) + kαeα(k) + kdd(k) (10)
where kα and kd are design parameters, and eα denotes
the heading error,

eα(k) , ψref (k) + βref (k)− (ψ(k) + β(k)) (11)
= eψ(k)− β(k) (12)

where β(k) = `rκ(k) and eψ defined by
eψ(k) , ψref (k) + βref (k)− ψ(k) (13)

can be computed directly from measured vehicle orienta-
tion ψ(k) and the orientation of the path ψref (k)+βref (k).
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Fig. 2. Feedforward-feedback path tracking control scheme
3.3 Modeling For Control Design

For a model based design of parameters kα and kd, we have
to formalise the relation between the controlled variables
d(k), eα(k) and the control input δref (k). This relation
can be established in two steps: 1.) by describing the
vehicle dynamics that connects δref (k) to δ(k) = `κ(k),
and 2.) by relating κ(k) with d(k) and eα(k). The latter
characterisation is achieved in continuous time based on
the the following time-derivatives (see also Fig. 1)

ḋ(t) = v(t) sin(eα(t)) ≈ v(t)eα(t), (14)
ėψ(t) = v(t) cos(eα(t))κref (t)− v(t)κ(t) (15)

≈ v(t) (κref (t)− κ(t)) . (16)
where v(t) , ‖v(t)‖ is the absolute speed. In (15) we
utilised the expression ψ̇(t) = v(t)κ(t) for the yaw rate.
Although the steering dynamics of the vehicle and the ac-
tuator admit a nonlinear and speed dependent behaviour,
together with the steering reference tracking controller
described in Section 2, the low level closed-loop system
can be well approximated by a speed dependent linear sys-
tem. From experimental data collected at several constant
speed, a set of second order output-error models with time
delay are identified. The obtained discrete time models
are denoted by the rational function Pv(q), where q is the
forward shift operator. Then the steering angle is related
to the steering angle reference by

δ(k) = Pv(q)δref (k). (17)

The model for control design is described by the following
difference equations where Ts denotes the sampling time

κ(k) = 1
`
Pv(q)δref (k) (18)

d(k + 1) = d(k) + Tsv(k)eα(k), (19)
eψ(k + 1) = eψ(k) + Tsv(k) (κref (k)− κ(k)) (20)

eα(k) = eψ(k)− `rκ(k). (21)

The closed-loop model of the path tracking problem is
shown in Fig. 2.

3.4 Output-Feedback Control Design

The longitudinal vehicle dynamics is typically much slower
than the lateral dynamics, it is, therefore, a reasonable
assumption for the path tracking control design that the
vehicle speed is "slowly-varying". The linear parameter-
varying (speed scheduled) model of the controlled system
described above allows a gain-scheduled control design
approach, where the constant output-feedback controller
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Fig. 3. Structure reformulation for a gain scheduled PI
controller design

parameters kα and kd may be designed for multiple fixed
(constant) speed values, and the resulted speed-parameter
pairs may be interpolated during operation, or smooth
regression functions may also be constructed for the speed
dependent gains kα(v) and kd(v).
For designing the feedback properties (stability, stability-
robustness, convergence speed) of the system the feed-
forward term and reference signal are temporarily omitted.
Having fixed the speed, the system is linear time-invariant
(LTI), thus the closed-loop scheme in Fig. 2 can be
equivalently reformulated according to Figure 3 to have
a standard series compensation structure
κ(k) = PPI(q)uPI(k), uPI(k) = −KPI(q)κ(k). (22)

Note that the controller has a PI structure with param-
eters kα(v) and k̃d(v) , vkd(v). The PI controller design
is standard with prescribed phase-margin and closed-loop
bandwidth.

3.5 Analysis of Steady-State Tracking Performance

Assuming constant speed, Z-transform can be applied to
the linearized equations to obtain the transfer function
from the path curvature to the tracking error d(z) =
Td,κref (z)κref (z). The steady state tracking error formula
limk→∞ d(k) = ` 1−Pv(1)

kdPv(1) κref for a constant path curvature
κref follows from the finite value theorem where Pv(1)
denotes the value of transfer function Pv(z) at z = 1.
The control structure allows a small steady state tracking
error which is proportional with the steady state steering
angle tracking error of the lower level control system, and
inversely proportional with control gain kd.

3.6 Heading Offset Compensation with Kalman filtering

The test vehicle is equipped with various positioning
systems to enable simulation of different scenarios. In the
current example a KVH Industries GEO-FOG 3D Dual
sensor was used. This device can provide a horizontal
position accuracy of 0.008 m at 10 Hz if an RTK base
station is constantly available. Heading information is
delivered with an accuracy of 0.01°
Depending on the availability of base station information
for positioning, a slowly varying offset error may appear in
the heading angle of the vehicle, which causes a distance
drift in the path tracking. This offset error, denoted by
oψ, affects the angle error input eα of the controller, but
leaves the distance error d intact, since it is calculated
from position coordinates. Therefore, the model for offset
estimation is derived from (18)-(21) with the following
modification and extension
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d(k + 1) = d(k) + Tsv(k)(eψ(k)− `rκ(k)), (23)
oψ(k + 1) = oψ(k), (24)

eα(k) = eψ(k)− `rκ(k)− oψ(k). (25)
Assuming Gaussian process and measurement noise, speed-
scheduled steady-state Kalman filters are designed, which
has the following form

xK(k + 1) =AK(v(k))xK(k) +BK(v(k))ux(k), (26)
oψ(k) =CK(v(k))xK(k) +DK(v(k))uo(k), (27)

where AK , B,CK and DK are state-space matrices of the
current estimator (see Franklin et al. (1990)),

xK = [x̂TP , êψ, d̂, oψ]T

is the estimated state vector where x̂P is the estimate of
the states of Pv(q), ux = [δref , κref , δ, d, eψ − β]T and
uo = [0, 0, δ, d, eψ − β]T are the measurement vectors
to the Kalman-filter. First, (27) is calculated with the
current measurements, then instead of eα by (11), the
compensated angular error

êα , eψ − β + oψ (28)
is used for computing the control input δref . Finally the
states of the filter is updated by (26).

4. SPLINE REPRESENTATION OF PATH

As introduced in Section 3.1, F : R 7→ R2 denotes the
finite continuous path to be followed. It is divided into
nS consecutive segments of quintic G2-splines denoted by
Fi : [0, 1] 7→ R2, i = 1, 2, ..., nS , that connect smoothly
so that tangent and curvature of F (θ) are continuous
functions. F is related to the spline segments as follows.
For all θ ∈ R, 0 ≤ θ ≤ nS there exist i = 1, 2, ..., nS and
τ ∈ [0, 1] such that

F (θ) = Fi(τ) with θ = i− 1 + τ. (29)
Given the coordinates, tangent directions and curvatures
at the two ends of the segments, the quintic G2-splines
interpolate as described in (Piazzi et al., 2002, Section
III.), where four parameters η1, η2, η3 and η4 are free to
shape the spline. In most cases the choice λ , η1 = η2 =
‖Fi(0) − Fi(1)‖ with η3 = η4 = 0 is appropriate. For
specific boundary conditions the minimization of the peak
norm ‖κi‖∞ = maxτ∈[0,1] |κi(τ)| of the curvature vector

κi(τ) = F ′i (τ)× F ′′i (τ)
‖F ′i (τ)‖3 (30)

might be necessary, then it is performed numerically over
a grid of points τ ∈ [0, 1] in the single parameter λ.
An important on-line task that must be performed quickly
during control, is the determination of the closest point of
the path to the vehicle’s CG, z(k) =

[
x(k)
y(k)

]
. This problem

is solved in two steps,
(1) Check if vehicle left segment i

i(k + 1) =
{
i(k) + 1 if (z(k)− Fi(k)(1))TF ′i(k)(1) ≥ 0,
i(k) otherwise.

(31)
(2) Find the closest point Fi(k)(τ∗(k)) along segment i(k)

by finding the root τ∗(k) of the equation E(τ) ,

j = 0, τj = τ∗(k − 1), Accuracy = 0.01 [m], a = ∞,
MaxIter = 3
while a>Accuracy and j<MaxIter do

τj+1 := τj − E(τj)
E′(τj)

a := ‖Fi(k)(τj+1)− Fi(k)(τj)‖2
j := j + 1

end
τ∗(k) := τj

Algorithm 1. Newton’s iteration to find the closest point of the
spline to vehicle’s CG point z(k)

(z(k)−Fi(k)(τ))′ ∗ F ′i(k)(τ)
‖F ′
i(k)(τ)‖ = 0. An appropriate fast

method is Newton’s iteration described by Algorithm
1. Having find τ∗(k), the distance, reference curvature
and heading angle of the path are computed respec-
tively as follows

dF (z(k)) = det[z(k)− F ∗, V ∗]
‖V ∗‖2

, (32)

κref (k) = det[V ∗, Q∗]
‖V ∗‖3

, (33)

ψref (k) + βref (k) = arctan2 (V ∗2 , V ∗1 ) , (34)

where F ∗ , Fi(k)(τ∗(k)), V ∗ , F ′i(k)(τ∗(k)) and
Q∗ , F ′′i(k)(τ∗(k)).

5. PATH PLANNING BASED ON POTENTIAL
FIELDS

Whenever the local goals are determined by the behaviour
planner, the path planning layer of an autonomous vehicle
is responsible for the design of the optimal path in the
range of reliable environment sensing. Multiple approaches
exist that have been tested experimentally. Graph search
methods seek globally optimal routes over a long horizon of
discretised configuration space; variational methods solve
a nonlinear continuous constrained optimisation problem
by nonlinear programming, for a survey see Paden et al.
(2016). A special case of the latter approach when con-
straints on the path are built in the cost function by using
penalty or barrier functions. In the method of artificial
potential fields proposed by Khatib (1985), the optimum
point is the target point, which is found by gradient search.
An alternative interpretation is that the vehicle is placed
in a force field which is generated by the potential field,
and the resultant of attractive and repulsive forces pull the
vehicle towards the target. An advantage of the method is
low computational complexity, Hongyu et al. (2018); Bayat
et al. (2018).
Assuming that the range of vision is short, a gradient
search is applied on-line, which drives the vehicle ahead.
A potential field U is associated with the knowledge of
the environment: obstacles like surrounding vehicles or
pedestrians, Uo, lanes and road-banks, Ul, the local target
point, Ut, etc, each may depend on location and time:

U(x, y, k) =Ut(x, y, k) +
no∑
j=1

Uo,j(x, y, k) +
nl∑
j=1

Ul,j(x, y, k).

(35)
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In contrast to the conventional approaches, the force field
generated by the potential field acts on and modifies the
reference path, in this paper, instead of affecting directly
the vehicle’s motion. In this way the low level path tracking
control and higher level path planning tasks are kept
separated. Uncertainty due to path tracking errors can be
modelled by bounds which can be built into the potential
functions at the path planning level. Further development
on any of the control levels does not have conceptual
influence on the other level.
Let z = [x, y]T denote any point in the space, F (θ∗(x, z))
the closest point of the path to z, where θ∗(x, y) =
arg min ‖z − F (θ)‖. Let d(x, y) be the signed distance
between point z and the nominal path. Similarly, let
zj = [xj , yj ]T , F (θ∗j ) and dj denote the location of an
obstacle reference point, the closest point on, and its signed
distance to the nominal path. Let sj(x, y) denote the arc
length on nominal path between the two points F (θ∗(x, z))
and F (θ∗j ),

sj(x, y) =
∫ θ∗j

θ∗(x,y)
‖F ′(θ)‖dθ. (36)

Then the potential function defined by obstacle j is chosen
to be

Uo,j(x, y, k) = co,je
−
(
s2
j

(x,y)

σ2
s,j

+
(dj−d(x,y))2

σ2
d,j

)
(37)

The potential functions for road banks are

Ul,1(x, y, k) = cl,1e
(d(x,y)−dright) (38)

Ul,2(x, y, k) = cl,2e
(dleft−d(x,y)), (39)

where yright, yleft are the distances of the road-bank from
the nominal path. Let st(x, y) denote the arc length
between F (θ∗(x, z)) and the closest path point to the
target point, then the potential function associated with
the target is defined by

Ut(x, y, k) = ctst(x, y), ct < 0. (40)
Parameters co, cl, ct, σs,j , σd,j of the potential functions
may depend on time according to the behaviour of the
obstacle and their relative position to the vehicle (asym-
metry).
The gradient field (force field) at the current path F (θ)
defines the new target path as follows. At each discrete
time k let θ(k) = i(k) − 1 + τ∗(k), i.e., F (θ(k)) is the
target point on the nominal path at the current location
of the vehicle. A new target point F (0) is defined in the
direction of the negative gradient of the potential at the
current target point

F (0) := F (θ(k))− gradx,yU(F (θ(k)), k). (41)
Then the subsequent points are generated by iteration
F (j+1) := F (j) − gradx,yU(F (j), k), j = 0, 1, 2, .... (42)

The obtained sequence of points may be used to construct
a new quintic G2 spline sequence. We used instead linear
interpolation and modified only the distance error d(k)
and angular error eα(k) inputs of the feedback controller in
(10), while we left the curvature feed-forward term intact.

6. EXPERIMENTAL VALIDATION

In this section the operation of the control system is
demonstrated through an experiment. The scene can be
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Fig. 4. Vehicle position while avoiding an obstacle.
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Fig. 5. Control signal to the servo unit [V]. The dead-zone
is quickly leaved by controller (1)

observed in Fig. 4 showing the path of the vehicle during
a manoeuvre of avoiding a static obstacle marked by a
green circle. The nominal path is plotted by a thin dotted
line.
At this phase all tests were conducted on dry, flat asphalt
roads in generally good conditions. The performance im-
plications of varying environmental factors such as rain,
dirt or potholes will be tested later.
However the trajectory planning layer of the control sys-
tem is capable of calculating a safe cornering speed accord-
ing to Mihaly et al. (2019), the current tests were carried
out at a fixed speed for easy repeatability. The speed in
the example case was set to 9 km/h.
The next two figures show the performance of the low level
steering angle reference tracking controller. The control
signal to the steering servo actuator is plotted in Fig. 5,
where the effect of the dead-zone about [−0.15V, 0.1V ] can
bee seen. The amplification of the control gains in the
interval make the controller quickly leave the dead-zone.
The approach is effective on the tracking performance,
however, still not perfect, as can be seen in Fig. 6. The fluc-
tuation around the reference signal cannot be felt by the
passengers, yet modelling of the speed-dependent dead-
zone and a more accurate tracking control is necessary to
decrease the stress of the actuator.
The yaw angle of the vehicle is provided by the GPS unit.
It is plotted by black line in Fig. 7 and can be compared to
the calculation arctan2(z(k)−z(k−1)) plotted by red line.
The difference (green dash-dot line) is composed by the
offset error of the sensor and the noise in the position data
z(k). A self-correction by the sensor can be seen at 12s.
The Kalman-filter in Section 3.6 is designed to track this
offset error, the result is plotted by the blue dotted line.
It significantly improves the path tracking performance of
the system.
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the force vector is the negative gradient of the full
potential function including the term of the target
direction Ut(x, y, k).

The functioning of the path planning algorithm can be
tracked in the next two figures. Fig. 8 show the potential
field associated with the obstacle and the road banks. (The
total potential field is obtained by adding a slope in the
increasing arc length direction.) The results of the path
planning iteration (42) is represented by the thick blue line
which follows the valley-bottom of the potential function
as the effect of the force (gradient) field shown in Fig. 9.

7. CONCLUSION

The components of the base-line control system of an au-
tonomous vehicle has been detailed in the paper. Steering
reference tracking, path following and planning, sensor
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Fig. 9. Force field (negative gradient) of the potential
function

offset estimation and compensation, and obstacle avoid-
ance problems are presented and tested. Experimental
results in a navigation problem validated the functioning
of the system. It is concluded that the autonomous vehicle
platform initiated for supporting education and research
is capable to test and analyse methods for autonomous
vehicle control problems.
In the future new, or other well known algorithms can be
tested, compared and demonstrated on this platform.
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