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Abstract: The aggregation system implemented in wireless communication networks aims to
optimize the network efficiency regarding the encapsulation information and the medium access
mechanisms. This paper proposes to evaluate the performances of such (A-MSDU like) system
from a dedicated frame point of view, which is important in order to predict the Quality of
Service offered to a client or to an application. Regarding the incoming flows, enabling or
disabling the aggregation system, and tuning in real time the aggregate size, makes possible to
satisfy both the users’ requirement and the network provider efficiency. In the case of voice or
video class wireless communication where some loss of data is acceptable, numerous simulations
using Riverbed Modeler led to express several recommendations embedded in an algorithm
which sets dynamically the aggregation parameters in order to adjust it to the incoming traffic.
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1. INTRODUCTION

Better performances and reduced costs are expected for
telecommunications networks and have led to the develop-
ment of various aggregation systems. These systems gather
several incoming flows in order to carry them simulta-
neously through the network. They obviously impact the
quality of service offered to each of the aggregated flows.
In this sense, it appears necessary to understand their
nature, their behaviours and assess their performances.
The frame/packet aggregation boosts the efficiency of the
network. The encapsulation weight is optimized and es-
pecially for wireless networks, the aggregation limits the
competition for accessing the medium, and so enhances the
bandwidth offered to the users. These improvements are in
addition to the physical advances (Wi-Fi standards IEEE
Computer Society (2009, 2013) and IEEE 802.11ax).

This type of system is particularly useful at the border
between two networks having different capacities. The
aggregation is realized in the gateways, such as in 802.11
access points. The performance gap between Ethernet and
Wi-Fi makes the aggregation interesting for the bandwidth
optimization. Indeed, it enables a station to transmit more
users’ data when it gains the medium. So it is expected
a better service for the concerned application. But what
is the impact for the concurrent applications? Do all the
applications benefit from this system when they are aggre-
gated together? Do they compete for the available space
in an aggregate? What about the stations which compete
for the medium access with a station which aggregates?
Today, these parameters are set beforehand in each device,
and are never modified online. Nevertheless, it is difficult
for the provider to set them a priori, without any knowl-
edge on the incoming flow. Based on recommendations re-
sulting from extensive simulations (Section 3), we propose
in Section 4 an algorithm enabling to choose dynamically
who aggregates, and to set the aggregation parameters,

from Quality of Service requirements given by both the
client and the provider. This algorithm is evaluated and
discussed in Section 5.

2. THE PACKETS AGGREGATION IN THE 802.11
STANDARDS

Despite the CSMA-CA mechanism, collisions may occur
and the distance between the station and the access point
influences the bitrate. From the station point of view, when
gaining the medium, it is hence important to transmit as
much data as possible. Aggregating will reduce the number
of competitions to gain the medium. This is illustrated in
the Fig. 1 where only 6 packets are classically transmitted
when eleven by activating the aggregation.
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Fig. 1. The yield, with and without aggregation

Improving the yield at the MAC level relies on two
aggregation systems Karmakar et al. (2017). The first one
is located at the MAC layer input and aggregates the
MSDU (Mac Service Data Units) in order to build an A-
MSDU (Aggregated MSDU ). The second one is located
at the MAC layer output and aggregates the MPDU
(Mac Protocol Data Units) in order to build an A-MPDU
(Aggregated MPDU ) Saldana et al. (2017). In this paper,
we decided to only study the MSDU aggregation, since
it proposes a greater reduction of the headers’ ratio (our
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works will then apply both for 802.11n and 802.11ac).
However, we claim that the works presented in this paper
can be easily transposed to MPDU aggregation. A packets’
aggregation system will transform several applications
flows into a unique aggregated “super-flow”. As defined
in IEEE Computer Society (2009), the system accumulates
the packets (MSDU), and releases them if:

• A size threshold S is reached.
• The associated class gains the medium.

The size threshold cannot be exceeded. It is a priori
configured at one of the two values defined in the standard.

3. 802.11 AGGREGATION SYSTEM ANALYSIS

The purpose here is to formulate observations (regarding
delays and backlogs evolution) that will be used next in
order to control aggregation parameters. We used exten-
sive simulations (through Riverbed Modeler) of the system
that aggregates MSDU received by a 802.11n MAC layer.

3.1 Simulations

In order to obtain significant delays, it is necessary to
stress our system. This is achieved considering that bursts
increase the delay since they increase the backlog which is
part of the delay. That is why we have used a traffic profile
which is based on bursts, while allowing the system enough
time to proceed at least a part of this burst. It is the same
as Skordoulis et al. (2008) who used also Riverbed Modeler,
but with the Intel model. The burst is repeated and
arrival and duration times are fixed as constant (ON/OFF
traffic). Inter-arrival has been obtained by trial and error
in order to stress the system (just before having packets
drops due to memory overflow). Keeping this average
bitrate, the size and the inter-arrival time vary according
to an exponential distribution as described in Table 1. The
competing flow is then arbitrarily chosen.

Table 1. Incoming flows parameters

Distribution law exponential
Mean packets’ size (bytes) {250, 500, 1 500}
Mean inter-arrival time (µs) {25, 50, 150}

The argument of the exponential distribution is the mean
of the interval between successive events (frames’ size
and/or departure time) during the ON state. In the
following, the notation ξ (125|25) corresponds to a flow
that is going to send 125 bytes packets every 25 µs on
average during the ON period.

Reflecting the numerous parameters offered by the MAC
and physical layers, we have restricted the study by fixing
some physical ones (frequency, bandwidth. . . ), and some
MAC others, like TXOP (Transmission Opportunity) or
the memory size. The considered topology is based on an
Access Point relaying the packets transmitted by one or
two stations to a wired network. Other scenarios might boil
down to this topology: for example, a station competing
with the Access Point, an AP with several flows belonging
to different service classes. . . A station only differs from
an AP by a potential lower AIFS for VOice and Video
classes. This topology is also representative of the Wireless
Sensor Networks in which all sensors are transmitting to

the sink. Even if they highly use other protocols, these
networks could benefit from an aggregation mechanism.
The wireless device configuration is detailed in the Table 2.
It is representative of the minimum needed to be 802.11
certified. From the (IEEE Computer Society, 2009, Table
20-30), these parameters enable to deduce a 65 Mbps
bitrate.

Table 2. Configuration of the wireless stations
in the Riverbed Modeler simulator

Medium Access Policy HCF EDCA
A-MPDU deactivated
Block acknowledgment deactivated
TXOP limit 1 MSDU
Memory size 1 024 000 bits
SigExt 6 µs
ISM band 2.4 GHz
Base bitrate 65 Mbps
Maximum bitrate 600 Mbps
Space flows 1
Guard interval 800 ns
Bandwidth 20 MHz
Time slot 9 µs
SIFS 10 µs
PPDU format HT-mixed
Sensitivity 95 dBm
Propagation free space
Memory shared
Seeds 30

The remaining configuration parameters are those we
consider as control variable whose influence will be studied
now. The tested values are gathered in Table 3.

Table 3. MAC parameters

A-MSDU {activated, deactivated}
Size threshold S {Sl : 3 839, SH : 7 935} bytes
AIFSN (Service class) BE(3) VO(2)
CWmin aCWmin (aCWmin + 1) /4− 1
CWmax aCWmax (aCWmin + 1) /2− 1

The system aggregatesMSDU received by the 802.11MAC
layer. These are stored in a queue which is associated to a
service class. This system closes an aggregate if:

• The amount of data stored in this queue exceeds a
size threshold S.
• The service class associated to the queue gains the
medium.

3.2 Observations

After more than 15 000 simulations, Breck et al. (2019),
we know that aggregating always improves the application
bitrate for the aggregated flow but also that:

• Aggregating reduces the average delay of the packets.
• Aggregating also reduces the maximum delay and
avoids packets drops.
• Without drops, aggregating reduces the maximum
backlog, and so, the memory occupancy.
• Choosing what service class to aggregate significantly
modifies the packets’ maximum and average delays.
• Setting the threshold such packets are aggregated
significantly, modifies the packets’ maximum delay.
• A flow which competes with a priority flow which
aggregates has less chance to gain the medium.
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• A flow which competes with a lower priority aggre-
gating flow has some packets whose delay increases.
• Sometimes, the less priority station gains the medium,
even if the priority queue is not empty. This is due to
the conservation mechanism of the backoff.
• The behaviours observed on the delay and the backlog
remain identical for different distributions (constant
or exponential for 30 seeds).
• Large packets (1 500 bytes) limit the benefits.
• Too spaced packets inhibit the aggregation.

Nevertheless, the competitor flow is often penalized: if a
low priority flow aggregate, the other flow has to wait for
the whole aggregate to be transmitted, and its delay and
backlog increase. On the other side, high priority flows
are always aggregated at the expense of their competi-
tors, due to the long transmission time of the aggregates
which increases the waiting duration to try to gain the
medium again, and so decreases the remaining backoff
decrementing speed. This reduction is added to the 802.11e
mechanisms which already limited the medium access
probabilities for the low priority classes. Some applications
do not use the Classification of Service, and that could lead
to VOice packets to be proceeded as Best Effort packets.
In this case, aggregating affects the performances of these
critical applications.

Excepted for the two specific cases described above, ag-
gregating improves the performances. If the high priority
flow is aggregated, its competitor will also benefit because
the medium will be free earlier. If the low priority flow
is aggregated, it has the possibility to transmit a greater
amount of data when it gains the medium. In conclusion,
we can claim that it is globally interesting to activate the
aggregation on all queues. Indeed, the high priority flow
processes its backlog more quickly, and that offers more
space for the low priority flow. From all these observations,
we propose now several configuration recommendations:

Remark 1. When a lower-class flow reaches the famine,
upper-class flows have to be aggregated in order to reduce
the average delay and the maximum backlog.

Remark 2. If the delay and the backlog remain unsatisfac-
tory, the considered flow has to be aggregated in order to
reduce the average delay and the maximum backlog.

Remark 3. When the backlog of an upper class increases
up to the memory limit, the aggregation has to be disabled
on the lower classes flows in order to reduce the backlog
and the average delay of the upper-class flow.

Remark 4. For small size packets (less than 500 bytes),
there is no need to modify the aggregate size threshold to
reduce the maximum backlog and the delays.

Remark 5. For large size packets (1 500 bytes and more),
flows have to be aggregated at the maximum threshold in
order to reduce the maximum backlog and the delays.

4. DYNAMIC CONFIGURATION OF THE SYSTEM
BASED ON THE QOS REQUIREMENTS

Fig. 2 shows the “black box” representation of the al-
gorithm which will control the aggregation parameters
(ON/OFF, per class, threshold), regarding the dynamic
behaviour of the system (backlog and delays), and the
clients and access providers’ requirements.

Fig. 2. The feedback on the aggregation system

4.1 Scientific positioning

Authors created algorithms either for the packets schedul-
ing for optimizing the aggregation performance, or for
the aggregation mechanism itself. For example, Bhanage
et al. (2011) propose an aggregation algorithm based on
the backlog. The key principle is: aggregating while there
are frames which may be transmitted in a same TXOP
duration. The algorithm behaviour can be summarized
as follows: when a station gains the medium, it stores
the packets while the size threshold is not reached, and
while the TXOP duration has not expired. As soon as one
of these two conditions is false, the available aggregate
is transmitted. Respecting the TXOP duration ensures
fairness between competing stations. The algorithm is
evaluated thanks to real audio and video traffic traces
on the ORBIT experimental platform, with equipment
which embeds a modified MadWifi driver. Experiments
show significant improvements on the average delay, appli-
cation bitrate and jitter. The relation between TXOP and
aggregation mechanisms has been also studied in Kosek-
Szott and Rapacz (2020).

On another hand, Selvam and Srikanth (2010) propose a
different approach based on the packets arrival deadline, a
size threshold, and an optimal aggregate size. This latter
is calculated from the Bit Error Rate. The algorithm
firstly tests if the packet deadline is reached, then if the
size threshold is. If one of the conditions is true, the
backlog is compared to the optimal size. If false, an A-
MSDU is normally building. If true, packets are sorted by
increasing size and A-MSDU are built and encapsulated
in an A-MPDU. Evaluated thanks to a simulator they
have developed in C language, authors claim that this
algorithm improves the performances if the medium is not
saturated. A different method is used by Saif et al. (2012)
who suggest to reduce the MSDU headers from 10 bytes
to 4. Benefits are significant especially for small packets:
a NS2 simulation shows it is 30% better than a classical
aggregation for 128 bytes’ packets. Kowsar and Biswas
(2017) study a combination of A-MSDU and A-MPDU
techniques different compared to the standard in order to
improve parameters like the throughput.

Dely et al. (2010) use a fuzzy control in order to configure
the aggregation system. Authors control the delay added
by the aggregation regarding information on the MAC
delay and the bitrate. Several indicators are used to
offer a high application bitrate for a small delay. Azhari
et al. (2016) develop a novel PID controller for (A-
MPDU) aggregation focusing on the global link queue size.

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

8349



Karmakar (2019) use a fuzzy control in order to minimize
the energy consumption issues.

All these works focus on the optimization of the aggre-
gation system regarding global performances such as the
aggregates delay, the channel percentage of use, the total
throughput Saldana et al. (2017) or even the efficiency
regarding the contention window Machrouh and Najid
(2018). Some also propose modifications of the standard
(header modification for example). Our objective is to eval-
uate the performance of the aggregation system, without
any modification, and for a specific flow (in opposition
to global analysis). Furthermore, no temporal threshold is
considered since it may involve a retention of the aggre-
gates, and so a delay increase. We want to preserve the
opportunistic philosophy of the aggregation system.

4.2 Aggregation location

Analysing the code related to the finite state machine in
the Riverbed Modeler simulator (Fig. 3), we have iden-
tified that the aggregation is implemented at two steps.
Firstly, at each packet reception, the specific headers are
added to the aggregates. Secondly, the aggregation itself is
achieved just before the frame transmission (input of the
TRANSMIT state). It means that a potential aggregation
parameters adaptation will have to be run as soon as the
station wins the medium and will be called relatively to
the service class that will have won the competition.

Fig. 3. Hybrid Coordination Function in Riverbed Modeler

In order to follow the evolution of each class state, we
have developed two new probes: the first one dynamically
measures the maximum aggregates’ size for each class,
enabling to follow the actions realized by the algorithm.
The second probe enables to measure the backlog in bytes
when Riverbed Modeler previously gave it in packets.

Other modifications have been done in the 802.11 program:
firstly, the aggregation may be now dynamically activated
or not during a simulation, when it was previously static
and set before the simulation. Then, the threshold may
dynamically vary and different values can be associated to
each class. In the original model, it was a common value
for all classes and set before running the simulation.

4.3 Proposal of an algorithm to configure the aggregation

To design this algorithm, the five recommendations previ-
ously stated will be exploited. The first one tells us what
to do when the backlog or the delay becomes critical. That
is why our algorithm will be based on an observer of these
two indicators. Fig. 4.3 describes such an observer.

Observer of a service class i

normalstart critical

Bi ≥ Bi or Di ≥ Di

Bi < Bi and Di < Di

Controller of service class c
(class i > c means with a higher priority)

SHstart Sl ∅

∃ i > c is critical

c is critical

∀i > c is normal

Fig. 4. Principles of the aggregation configuration

Let Bc and Dc be respectively the measured backlog and
the measured delay for a service class c (Access Category
AC). Remember that we consider here an aggregation
system implemented on a station or an access point which
deals with four service classes. Regarding these indicators,
the quality offered to a service class might be sufficient
(normal case) or not (critical case) compared to maximum
set points Bc and Dc. This last state critical will be used
next to activate and to set the aggregation parameters
in accordance with the recommendations claimed in the
previous section. Each class may be, not aggregated (state
∅), aggregated at the low threshold Sl or aggregated at the
high threshold SH (for each station, 81 combinations may
occur).

Fig. 4 explains the principle of the algorithm. It directly
comes from the recommendations, especially claim 3. Ini-
tially, a class c aggregates at the high threshold, but
if a class with a higher priority starts to be saturated
(critical), the aggregation is deactivated for the class c.
Since it is expected that such control will be distributed
for all classes, it means that the aggregation will also be
deactivated for all class with a lower priority. Since the
initial state for a service class corresponds to the aggrega-
tion, claim 1 is already taken into consideration. The link
between aggregation states Sl and SH directly comes from
claim 2. When the backlog and the delay return to the
normal values of high-priority classes, low-priority classes
can aggregate again. In order to avoid the system to be
unstable, we assign the low threshold to the low-priority
classes while they respect their own maximum backlog.
Claims 1 and 2 may hence only be considered when claim
3 statement is not activated. Then, claims 4 and 5 lead
to use the high threshold for large packets, which is not
necessary for small ones. But since it is not negative, the
initial state consists on aggregating all classes at the high
threshold. The full description of the algorithm is hence
given in Algorithm 1.
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Data: the anticipation factor percentage p ∈ R, the list of
service class C := {BK : 1, BE : 2, V I : 3, V O : 4}
and for each class, the current backlog level B and
the backlog limit permitted B, and finally, the last
delay D and the maximum delay permitted D

Result: the state of the aggregation function for each class
A (∅ means no aggregation for the given class)

Class c ready to transmit
/* detect if a higher class (queue) is saturated */
overflow←− false foreach i ∈ C | i > c do

if
(

Bi ≥ p× Bi
)

or
(

Di ≥ p×Di

)

then
overflow←− true break

/* update the aggregation set points */
if overflow then Ac ←− ∅;
else if Ac = ∅ then Ac ←− Sl;
else if Ac = Sl then

if
((

Bc ≥ Bc
)

or
(

Dc ≥ Dc

))

then Ac ←− SH ;
. . .

/* finalize the A-MSDU */
/* send the aggregate (/frame) */

Algorithm 1. The algorithm to configure the aggregation

Algorithm 1 takes up the principles defined in Fig. 4. An
instance is executed for each service class of each station.
The distribution enables to save computation resources. A
class adapts hence its behaviour (aggregation or not, size
threshold) each time it wins the medium, just before the
transmission, regarding the states of all the higher priority
classes’ states (normal or critical). It introduces, however,
a factor p in order to anticipate the saturation of the
higher priority classes. It is better to target a percentage
of the desired value in order to avoid to exceed it, since
the system does not react instantaneously.

5. ALGORITHM EVALUATION

The algorithm has been included in a new wireless station
model into the Riverbed Modeler simulator. Other parts
of the model have also been modified in order to measure
backlogs and delays. Such probes are computed each
time a frame enters into the station and is transmitted.
To increase the stability, variance might be taken into
consideration like in Active Queue Management (AQM)
mechanisms in addition to the last measurement.

5.1 Simple case

We considered the topology described above, with the
service classes Best Effort and VOice configured with
ξ (500|50). The following results were computed for a
backoff value fixed at CWmin and AIFS and CWmin val-
ues as given in Table 4. In the Riverbed Modeler simulator,
the backoff is, however, randomly drawn. 30 seeds have
been done in order to minimize the influence of this backoff
variation and we set the values of CWmin and CWmax in
order to obtain average values around the ones defined in
Table 4 (the backoff follows a uniform distribution).

The physical features of the Access Point remain the
same, with a 65 Mbps bitrate. The internal memory of
a station could be an only shared memory or composed
of several memories associated to each class. We assume
here that the memory is shared, but that it is possible

Table 4. AIFS and backoff values for a first
evaluation

Best Effort VOice

Slot Time (ST) 9 µs 9 µs
AIFS (#ST) 3 1
CWmin (#ST) 31 7

to measure the backlog of each class. Each class has the
same amount of the shared memory. From the maximum
size proposed in the Riverbed Modeler simulator (128 000
bytes), we deduce the maximum backlog dedicated to each
class (32 000). Finally, the anticipation factor is p = 50%.
Table 5 highlights the efficiency of the algorithm.

Table 5. Gain (%) with the algorithm for two
classes

average (%) maximum (%)

BE backlog -16
VO backlog 23
total backlog -4
BE delay -7 -5
VO delay 18 20

These results are encouraging, since the algorithm enables
a 23% reduction of the VOice class backlog, when the
Best Effort one only increases of 16%. Nevertheless, the
total backlog is 4% higher: it is logical, because the Best
Effort class temporarily stops the aggregation. For the
VOice class, the average delay is reduced of 18% and the
maximum one of 20%. But for the Best Effort class, the
average delay increases of 7% and the maximum one of
5%. Proportionally, the improvement offered to the VOice
class is greater than the degradation incurred by the Best
Effort class.

5.2 Multiple classes

Let us use a second scenario with different flows:

• a Best Effort flow ξ (300|90)
• a VIdeo flow ξ (500|50)
• a VOice flow ξ (100|125)

The backoff is set to 15 slot times and AIFS to 2 slot
times for the VIdeo flow. For the other flows, these
parameters keep the values given for the previous example
(Table 4). Table 6 gives the results for an anticipation
factor respectively set to 50%, then to 10%.

Table 6. Gain (%) with the algorithm for three
classes

p = 50% p = 10%
avg. (%) max. (%) avg. max.

BE backlog -72 -72
VI backlog 14 14
VO backlog 21 37
total backlog -9 -9
BE delay -56 -43 -65 -49
VI delay 26 26 45 31
VO delay 17 25 27 41

When it is 50%, the performances offered to the VIdeo
and VOice flows are improved by 14% and 26%, both
for the delay and the backlog. But the Best Effort class
pay it dearly, since its backlog increases by 72%, and its
average and maximum delays by about 50%. Finally, the
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total backlog increases too, what is not interesting for the
provider which prefers to minimize the size of the shared
memory.

When the anticipation factor decreases to 10%, the results
are nearly twice better (see Table 6). By reducing this
factor, the algorithm is more frequently activated, and its
benefits are cumulated. Furthermore, the total backlog and
the Best Effort one remain identical. We only notice a
small increase of the delays (about 7%).

5.3 Discussion

When the competition between the classes is managed
with a simple strict priority scheduling, the algorithm
activates the aggregation at the high threshold, on all the
classes. No modification of the aggregation for the low
priority classes is then efficient: they cannot access the
medium while high priority classes’ queues are not empty.
From the provider point of view, the best (minimizing
the backlog) is to keep this situation with all classes
which aggregate independently of the clients’ requirements
(in case of shared memory). A possible enhancement is
to find a compromise between both the clients and the
provider requirements: since those of the clients are already
taken into account, it is possible to add a condition to
the algorithm in order to force the aggregation on all
classes if the global backlog rises the limit. In case of
dedicated classes’ memories, it is possible to manage them
differently: for example, one may be saturated without
having drops for another.

Our algorithm is particularly advantageous when require-
ments are strong on upper classes and weak on lower ones:
for example, if delays and backlogs are constrained for a
VOice class when the Best Effort one accepts great delays
and even drops.

6. CONCLUSION

When the access to the medium is competitive, aggregat-
ing enables to take advantage of gaining the medium and
reduces the competition. The consequence is an increase of
the backlogs and of the delays for the other stations, but
we have demonstrated that it is largely compensated by a
better yield. It leads to an algorithm which dynamically
adapts the aggregation parameters for each service class,
regarding its Quality of Service requirements and the ones
of its competitors.

Further works may be launched in order to evaluate our
proposal on real devices which nowadays provide access to
these aggregation parameters. Finally, our works are in line
with the spirit of the Software Defined Network concept
whose objective is to control the network devices of the
access providers.
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