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Abstract: We propose the design of event-triggered (ET) discrete-time sliding mode (DTSM)
control for a high-order discrete-time system via a reduced-order model-based approach. This
design includes a triggering mechanism using a reduced-order state vector and a controller based
on the modified Bartoszewicz’ reaching law for a reduced-order model of the system, to stabilize
the uncertain high-order system. The main advantages of using a reduced-order vector in the
event condition are the low-order synthesis of the controller and the sampling pattern, which
may be sparser than the full vector-based design. This motivation arises from the fact that
relaxing a few components of the state vector in the triggering mechanism may decrease its rate
of violation. An added advantage of the proposal is that the transmission of the reduced-order
vector, particularly in a network-based implementation, can outperform the full-order based
design due to the severe challenges that exist in the data network. The robust performance
for the closed-loop system is achieved using the DTSM control. We show that our proposal
guarantees the stability of the full-order plant with the reduced-order triggering mechanism.
The control execution is Zeno-free because of the inherent discrete nature of the control. The
efficiency of the proposed method is shown using the simulation results of a numerical example.

Keywords: Event-triggered control, Discrete-time sliding mode, Model-order reduction.

1. INTRODUCTION

The analysis of discrete-time systems has become vital
for real-time applications where the control is imple-
mented digitally using sophisticated computing platforms.
Event-triggering is a prominent technique when control-
ling sampled-data systems and has grabbed attention of
many researchers in recent times (Anta and Tabuada,
2010; Tallapragada and Chopra, 2013). It is an aperiodic
technique of control implementation in which states are
only transmitted to the controller at certain time instants.
These instants are computed with a triggering mechanism
that employs some condition on the system states (Cu-
cuzzella and Ferrara, 2016; Lunze and Lehmann, 2010;
Tabuada, 2007). An important factor in ET control is the
inter-event time, which is the time difference between two
consecutive control tasks, as it directly affects the sparsity
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edges support by the European Union Horizon 2020 research and
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pattern of the triggering sequence. The ET strategy has
been extensively studied in the literature (Bandyopadhyay
and Behera, 2018; Borgers and Heemels, 2014; Postoyan
et al., 2015), but only little emphasis was put on above
fact (Girard (2014)). The triggering instants depend on
the state trajectory, and all state components contribute
towards the occurrence of the event. The violation of the
event condition may take longer, when a part of the state
vector is used.

In view of this motivation, we propose a triggering mech-
anism using a lower-dimensional state vector. This idea
significantly reduces the number of control tasks. Thus we
follow a reduced controller design methodology to realize
the reduced-order vector-based triggering mechanism.

Designing control for the high-order systems may be very
complicated. Hence it is favorable to design the control via
a reduced-order model. Research in the area of model order
reduction dominated the 70s, e.g., Routh approximation
(Hutton and Friedland, 1975), aggregation method (Aoki,
1968), Padé approximation (Shamash, 1974). Although
the main focus of these works is to reduce the computation
and complexity of the control design, we may also benefit
from it in a network-based implementation. The efficacy of
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a reduced-order design is evident in the transmission of the
state vector through the feedback network as it reduces the
data transmission, and results in low transmission costs.
Here the challenge is to ensure that the reduced-order
controller also stabilizes the high-order system (Linne-
mann, 1988). Lamba and Rao (1974) used the aggregation
technique in state feedback to stabilize the high-order
system. Later Bandyopadhyay et al. (1998) employed the
aggregation technique to stabilize the full-order system
using the gains of reduced-order state feedback. Contrary
to this, we design ET-DTSM control from the reduced-
order model to stabilize the high-order uncertain system,
exploiting the invariance property of sliding mode control
(SMC) to deal with the uncertainty (Utkin, 1977).

In DTSM, the control design is based on the reaching law
approach (Gao et al., 1995). Here we use the non-switching
reaching law proposed by Bartoszewicz (1998). The design
of DTSM for a high-order system using a reduced-order
model is given in (Bandyopadhyay et al., 2006, 2007). How-
ever, there are only a few papers that investigate event-
triggering in SMC (Behera et al., 2018; Cucuzzella et al.,
2020) and in the discrete domain (Kumari et al., 2016,
2019b). A continuous SMC approach, which substantially
differs from this paper, is presented in (Kumari et al.,
2019a).

The question of interest is whether robust performance
can be achieved in the discrete-time system using the ET
strategy under the same assumptions as in the periodic
implementation. We address this problem with ET-DTSM,
which renders boundedness of the full-order state trajec-
tory by the use of observed states in (Behera et al., 2016).

The contributions of this paper are as follows: Our primary
achievement is to use a reduced-order model for designing
the triggering mechanism and the control law. Taking the
lower-dimensional state vector into the triggering condi-
tion, we achieve larger inter-event times. Next, when this
triggering mechanism is employed in the feedback loop for
the state transmission, the closed-loop high-order system
is stabilized. Using the aggregation method, we show that
the proposed control for the reduced-order system also
stabilizes the equilibrium point of the system in the orig-
inal coordinates and guarantees the existence of practical
quasi-sliding mode (PQSM) in the original system. It is
unlike the traditional ET design, in which the full state
vector is used to design the control law. The size of the ma-
trices used in the control law is considerably small, which
results in moderate computations. The control execution
is Zeno-free because of the discrete nature of control law.

The paper is organized as follows: In Section 2 we discuss
the problem formulation and give some structural consid-
erations. The main results of the paper are presented in
Section 3. It comprises the modified reaching law and the
reduced-order model-based design. Simulation results are
presented in Section 4, and Section 5 concludes the paper.

Notation: The set of real numbers (n-dim. real vectors)
is denoted by R (Rn). The set of integers (non-negative) is
denoted as Z (Z≥0). We denote S1 × S2 as the Cartesian
product of sets S1 and S2. The norm of a vector or induced
norm of a matrix is denoted by ‖ · ‖, and | · | denotes the
absolute value, λm (·) (λM (·)) is the minimum (maximum)
eigenvalue of a matrix.

Uncertain
Plant

Reduced-Order
Controller

Event-Triggering
Mechanism

Communication
Network

Fig. 1. Plant with event-triggered feedback strategy.

2. PROBLEM FORMULATION

Consider the discrete-time system

xk+1 = Φxk + Γ(uk + dk), (1)

where xk ∈ Rn is the state vector, uk ∈ R is the control
input and dk ∈ R is an unknown disturbance acting on the
system at time instant k. The following assumptions are
made:

A1. The disturbance is bounded from above, i.e., |dk| ≤ d0
for all k ∈ Z≥0, where d0 is a known constant.

A2. The pair (Φ,Γ) is controllable.

Assumption A1 may be justified since information on the
bound of disturbance is often available from practical
knowledge of the engineer. Assumption A2 is very stan-
dard for the design of a stabilizing controller. The plant
is controlled by a feedback controller implemented over
the communication network as shown in Fig. 1, in which
the transmission of state to the controller takes place at
triggering instant. For the design of the controller in this
paper, we consider only dominant modes of the system,
as the response of the plant is decided by these modes
only. Our goal is to design a reduced-order model-based
controller for stabilizing the plant with a reduced commu-
nication burden. We accomplish this by adopting an ET
transmission policy in the feedback loop for a controller
based on the reduced-order system.

2.1 Reduced-order system

Let there exists a transformation matrix P , which trans-
forms system (1) into block diagonal form with dominant
and non-dominant modes of the system. Then the trans-
formation x = Pz results in

zk+1 = Φ̂zk + Γ̂(uk + dk), (2)

where z>k =
[
z1k
>
z2k
>
]
∈ Rn with z1k ∈ Rr and z2k ∈ Rn−r

being the states with respect to the dominant and non-
dominant modes, respectively. The matrices are

Φ̂ = P−1ΦP =

[
Φ1 0
0 Φ2

]
and Γ̂ = P−1Γ =

[
Γ1

Γ2

]
.

The block matrices Φ1 and Φ2 contain the dominant
and non-dominant modes, respectively. The reduced-order
model of (1) is obtained by preserving the dominant modes
of the diagonal system (2) as follows

z1k+1 = Φ1z
1
k + Γ1(uk + dk). (3)

The dynamics of the non-dominant part, given by

z2k+1 = Φ2z
2
k + Γ2(uk + dk), (4)

shall play no role in the controller synthesis. The states of
the high-order system (1) and the reduced-order system
(3) are related by z1 = Cax, where Ca = [Ir 0]P−1

is known as the aggregation matrix. It shall be noted
that the control input and external disturbance in the

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

6286



dynamics of the non-dominant part may be interpreted as
a perturbation. Moreover, it is also input-to-state stable
with respect to these perturbations.

3. MAIN RESULTS

In this section, the design of DTSM control is discussed,
which is based on the reduced-order model. This is followed
by the stability analysis of the closed-loop system.

3.1 Reduced-order model based design

For designing a SMC, we first transform the reduced-order
system (3) into the regular form. Let us write the input
matrix in (3) as Γ>1 =

[
Γ>11 Γ12

]
, where Γ12 ∈ R \ {0}.

Now define the transformation matrix

T =

[
T1 0
0 T2

]
, T1 =

[
Ir−1 −Γ11/Γ12

0 1

]
, T2 = In−r.

Using transformation [zr> zn>]> = T [z1
>
z2
>

]>, system
(2) can be written as

zrk+1 = Φrz
r
k + Γr(uk + dk), (5a)

znk+1 = Φnz
n
k + Γn(uk + dk), (5b)

where Φr = T1Φ1T
−1
1 , Γr = T1Γ1, Φn = Φ2 and Γn = Γ2.

System (5a) can also be expressed as

zr1k+1 = Φr11z
r1
k + Φr12z

r2
k , (6)

zr2k+1 = Φr21z
r1
k + Φr22z

r2
k + Γ12(uk + dk), (7)

where zrk =
[
zr1k
> zr2k

]> ∈ Rr is the reduced-order state
vector and the matrices are as follows

Φr =

[
Φr11 Φr12

Φr21 Φr22

]
and Γr =

[
0

Γ12

]
.

Since (Φr11,Φr12) is a controllable pair, there exists a
c1 ∈ Rr−1 such that the matrix Φr11 − Φr12c

>
1 has all

eigenvalues within unit disk. We now define the sliding
variable, for ĉ> = [c>1 1], as

szk = ĉ>zrk. (8)

Using transformation Tr =

[
1 0
c>1 1

]
, [zr1> sz]> = Trz

r, we

can rewrite the reduced-order model (5a) as

zr1k+1 = Φ11z
r1
k + Φ12szk , (9)

szk = Φ21z
r1
k + Φ22szk + Γ12(uk + dk), (10)

where Φ11 = Φr11 − Φr12c
>
1 , Φ12 = Φr12, Φ21 = c>1 Φr11 −

c>1 Φr12c
>
1 + Φr21 −Φr22c

>
1 and Φ22 = c>1 Φr12 + Φr22. It is

to be noted that Φ11 is stable by design.

In DTSM, the sliding variable does not become zero and
results in a quasi-sliding mode (QSM) in the system. Thus
the state trajectory of the system (5a) is confined in a band
around the sliding manifold S := {zr ∈ Rr : ĉ>zr = 0}.
Consequently, the states are bounded in a region around
the origin zr1 = 0. Indeed, the set S renders the system
(5a) insensitive to the external perturbation. To this end,
we design a control law that also exhibits motion similar
to QSM.

3.2 Proposed event-triggered control law

Modified Bartoszewicz’ reaching law: We write the mod-
ified Bartoszewicz’ reaching law for ET-DTSM control as

szk+1
= α+ d̃k + sdk+1

, (11)

where d̃k = ĉ>Γrdk and |d̃k| ≤ d̃o. The function sdk
is

an a priori known function and α is a positive constant.
According to this law the following holds:

• If |sz0 | > 2(α+ d̃o), then sd0 = sz0 ,

sdk
sz0 ≥ 0, ∀k ≥ 0,

sdk
= 0, ∀k ≥ k?,

and |sdk+1
| < |sdk

| − 2(α+ d̃o), ∀k < k?.

• Otherwise if |sz0 | ≤ 2(α+ d̃o), then sdk
= 0, ∀k ≥ 0.

This reaching law ensures that in each time step the sliding
variable decreases by a magnitude greater than 2(α+ d̃o).
The constant k? is a positive integer which confines the
rate of convergence of szk to the PQSM band (defined
later) in k? steps. The function sdk

can be defined as

sdk
=
k? − k
k?

sz0 , for k? <
|sz0 |

2(α+ d̃o)
.

Control law: Let {ki}i∈Z≥0 be the sequence of time
instants generated by the triggering mechanism (to be
designed) at which the control signal is updated. The
control which fulfils our design objective is given by

uk = −(ĉ>Γr)−1(ĉ>Φrz
r
ki
− sdki+1

), (12)

for all k ∈ [ki, ki+1) and for any i ∈ Z≥0. Note that ĉ>Γr

is invertible by design and ki + 1 6= ki+1. For stability
analysis, define the sets: Ω1 = {zr1 ∈ Rr−1 : zr1>P1z

r1 ≤
δ1} and Ω2 = {sz ∈ R : |sz| ≤ δ2} for some positive
constants δ1 and δ2, and matrix P1 the solution of

Φ
>
11P1Φ11 − P1 = −Q1, (13)

where Q1 is any positive definite matrix. The choice of
these constants will be discussed later. For shorthand
notation, denote Ω = Ω1 × Ω2 × Rn−r.

3.3 Event-triggering rule

The sampling error can be defined for the reduced-order
system as ezk = zrki

− zrk, for all k ∈ [ki, ki+1) and any
i ∈ Z≥0. The bound of ezk is used to generate the triggering
instants as follows:

(i) for ‖Φr‖ = 0,

k0 = 0, ki+1 = inf{k > ki : ‖ezk‖ ≥ σα}, (14a)

(ii) for ‖Φr‖ 6= 0,

k0 = 0, ki+1 = inf{k > ki : ‖ĉ‖‖Φr‖‖ezk‖ ≥ σα}, (14b)

where α > 0 is the triggering parameter and σ ∈ (0, 1)
is a restrictive factor. The constant σ is used to tighten
the triggering condition to account for delays and other
factors. The case (i) holds for a scalar system with Φr = 0,
whereas the other one is true for any system in general. In
case (i) an event is generated whenever condition ‖ezk‖ ≤
σα is violated, whereas in case (ii) an event is generated
whenever condition ‖ĉ‖‖Φr‖‖ezk‖ ≤ σα is violated. The se-
lection of α can decide the frequency of triggering instants
which could result from the performance of triggering
mechanism. In addition, ki+1 − ki for any i-th control
task is always lower bounded by the sampling period.
The proposed triggering rule uses the state vector of the
reduced-order system instead of the full-order system. The
main aim of this triggering mechanism is to achieve larger
inter-event time with the help of reduced state vector.
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3.4 Analysis of closed-loop system

In the event-triggered implementation of control, we guar-
antee a PQSM in the system which is different from QSM
due to the triggering mechanism and is recalled below.

Definition 1. System (5) is said to be in practical quasi-

sliding mode if for some ε > d̃o there exists a k? > 0 such
that |szk | ≤ ε for all k ≥ k?.

To analyze the stability of the equilibrium point for the
closed-loop system, we first show the existence of the
practical quasi sliding motion around the sliding manifold.
Thereafter we establish the boundedness of the state
trajectories of the full-order system. The following lemma
yields a choice of the constants δ1 and δ2 under some
assumptions.

Lemma 1. Let δ1 > 0 and δ2 > d̃o be constants satisfying

δ1 >

(
1 +

4λM (P1)

λm(Q1)

)
aδ22 , (15)

where a = (2‖Φ>11P1Φ12‖2/λm(Q1)) + ‖Φ>12P1Φ12‖. As-
sume that szk ∈ Ω2 for all k ≥ 0. Then zr1k ∈ Ω1 for all
k ≥ 0.

Proof. Consider V1(zr1k ) = zr1k
>P1z

r1
k as Lyapunov func-

tion for the subsystem (9). For simplifying the notation,
let us denote V1k := V1(zr1k ) and ∆V1k := V1k+1

− V1k for
any k ∈ Z≥0. Then one can show that

∆V1k = zr1k
>(Φ

>
11P1Φ11 − P1)zr1k + Φ

>
12P1Φ12s

2
zk

+ 2zr1k
>Φ
>
11P1Φ12szk

= −zr1k
>Q1z

r1
k + Φ

>
12P1Φ12s

2
zk

+ 2zr1k
>Φ
>
11P1Φ12szk

≤ −λm(Q1)

2
‖zr1k ‖

2 + as2zk . (16)

The last inequality is obtained by applying Young’s in-

equality to the term 2zr1k
>Φ
>
12P1Φ12szk . We now use V1k ≤

λM (P1)‖zr1k ‖2 and the fact that |szk | ≤ δ2 for all k ∈ Z≥0,
to deduce

∆V1k ≤ −
λm(Q1)

2λM (P1)
V1k + aδ22 . (17)

Note that δ′1 := δ1 − aδ22 > 0, which follows from (15).
Then it is easy to verify that

∆V1k < −
λm(Q1)

4λM (P1)
V1k ,

for all V1k > δ′1 because of (15), and also for V1k ≤ δ′1, we
have

V1k+1
≤ V1k −

λm(Q1)

2λM (P1)
V1k + aδ22 < δ′1 + aδ22 = δ1.

Thus the trajectory zr1k starting within Ω1 enters the
set {zr1 : V1(zr1) ≤ δ′1} in finite number of steps, and
eventually can never leave the set Ω1. Therefore Ω1 is a
positively invariant set. This proves our claim. 2

We now discuss the convergence of the state trajectories
to some bounded region starting within the set Ω1 × Ω2.
Before proceeding further, we fix δ1 and δ2 as constants ac-
cording to (15). Note that we choose δ2 > d̃o, because the
upper bound on disturbance contributes to the ultimate
band of the sliding trajectory. Hence the set of interest, to
which the initial condition sz(0) belongs, should be bigger

than d̃o. In our analysis, we show the convergence of sz
to the vicinity of S in finite time. The existence of PQSM
in the system for some appropriate design parameters is
presented below.

Proposition 1. Consider system (5a), control law (12),
and triggering mechanism (14). Let (zr1(0), sz(0)) ∈ Ω1 ×
Ω2. Then for any given d̃o < ε < δ2, there exists a
triggering parameter α > 0 such that szk ∈ Ω2, for all
k ∈ Z≥0. Also PQSM is enforced in the system.

Proof. We define the set Sε = {sz ∈ R : |sz| ≤ ε} for the
given ε > 0. Now we write the closed-loop dynamics of the
sliding variable (8) in the interval k ∈ [ki, ki+1), for any
i ∈ Z≥0 as

szk+1
= ĉ>Φrz

r
k − ĉ>Φrz

r
ki

+ d̃k + sdki+1

= −ĉ>Φre
z
k + d̃k + sdki+1

. (18)

The triggering law ensures either ‖ĉ‖‖Φr‖‖ezk‖ < α or
‖ezk‖ < α, for all k ∈ [ki, ki+1). As a result in case (i),
upper bound on the first term is zero and in case (ii),

|ĉ>Φre
z
k| ≤ ‖ĉ‖‖Φr‖‖ezk‖ < α.

Also the term sdki+1
goes to zero in k? steps by design

and the remaining term is bounded by d̃o. So from (18),

|szk+1
| ≤ α + d̃o for all k ≥ k?. Using α < ε − d̃o,

we get |szk+1
| < ε. From this it can be seen that szk

starting within Ω2 \ Sε enters the set Sε in the steps
no longer than k?. Thus the trajectory of (5a) enters
the set

{
zr ∈ Rr : |sz| = |ĉ>zr| ≤ ε

}
in finite time k?, and

subsequently does not leave thereafter, which finally proves
our claim. 2

Remark 1. Proposition 1 shows the existence of PQSM in
the coordinate of the reduced-order system. However, a
similar result also holds for the full-order system with the
same sliding variable. That is to say, the state trajectories
of the full-order plant are bounded around the sliding
manifold {x ∈ Rn : ĉ>T1Cax = 0} in some finite time.

Now from Lemma 1, it is also evident that zr1 remains
bounded within Ω1. The main result of the paper is:

Theorem 1. Consider system (5), control law (12), and
event-triggering mechanism (14). Suppose (zr1(0), sz(0),
z2(0)) ∈ Ω, then it follows that

• there exists α > 0, such that zrk ∈ Ω1, for all k ≥ 0, and
it becomes ultimately bounded.

• the non-dominant state trajectory znk is ultimately
bounded.

Proof. We start the proof by choosing any ε > 0 satisfy-
ing d̃0 < ε < δ2. Then Proposition 1 implies the existence
of α > 0, such that szk ∈ Ω2 for all k ∈ Z≥0. As a
consequence of this, Lemma 1 guarantees that zr1k ∈ Ω1

for all k ≥ 0. Also there exist an integer k? > 0 and α > 0,
such that |szk | ≤ ε for all k ≥ k? by Proposition 1.

We now consider the evolution of zr1k for all k ≥ k? in the
subsequent analysis. One can show the inequality

∆V1k ≤ −
λm(Q1)

4
‖zr1‖2, ∀‖zr1‖ ≥ 2

√
a√

λm(Q1)
ε,

which guarantees the convergence of trajectories to the set
{zr1 : ‖zr1‖ < 2ε

√
a/
√
λm(Q1)} in finite number of steps.

By recalling the fact that

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

6288



‖zr1k ‖ <
2
√
a√

λm(Q1)
ε =⇒ V1k <

4λM (P1)a

λm(Q1)
ε2,

it can be shown that for V1k ≤ 4λM (P1)aε2/λm(Q1),

V1k+1
≤ V1k −

λm(Q1)

2
‖zr1k ‖

2 + aε2 < baε2,

where b = 1 + (4λM (P1)/λm(Q1)). Thus there exists a

k̂? > 0, such that zr1k ∈ {zr1 : ‖zr1‖2 ≤ abε2/λm(P1)} for

all k ≥ k̂?. Using these bounds in the inequality

‖zr‖ ≤ ‖T−1r ‖(‖zr1‖+ |sz|),
one achieves that ‖zrk‖ ≤

∥∥T−1r

∥∥ (1 +
√
ab/λm(P1))ε =: ε1

for all k ≥ k̂?.

The boundedness of the non-dominant state trajectories
can be shown using the Lyapunov function V2(znk ) =

znk
>P2z

n
k , where the positive definite matrix P2 is a solu-

tion to the equation Φ>nP2Φn−P2 = −Q2 for any Q2 > 0.
We denote ∆V2k := V2k+1

− V2k for V2(znk+1) = V2k+1
and

V2(znk ) = V2k . It can be shown that

∆V2k = −znk
>Q2z

n
k + 2znk

>Φ>nP2Γn(uk + dk)

+ (uk + dk)>Γ>nP2Γn(uk + dk)

≤ −λm(Q2)‖znk ‖2 + 2‖Φ>nP2Γn‖‖znk ‖(|uk|+ d0)

+ ‖Γ>nP2Γn‖(|uk|+ d0)2.

Let us analyze each term separately. The second term can
be written as

2‖Φ>nP2Γn‖‖znk ‖(|uk|+ d0) ≤ λm(Q2)

2
‖znk ‖2

+
2‖Φ>nP2Γn‖2

λm(Q2)
(|uk|+ d0)2.

Since zr1k is bounded for all k ∈ Z≥0, there exists a constant
UM > 0, such that |uk| ≤ UM for all k ∈ Z≥0. Therefore
one can show the boundedness of znk from

∆V2k ≤ −
λm(Q2)

2
‖znk ‖2

+

(
2‖Φ>nP2Γn‖2

λm(Q2)
+ ‖Γ>nP2Γn‖

)
(UM + d0)2

≤ −λm(Q2)

4
‖znk ‖2, ∀‖znk ‖ ≥ µ, (19)

where

µ =

√
4

λm(Q2)

(
2‖Φ>nP2Γn‖2
λm(Q2)

+ ‖Γ>nP2Γn‖
)

(UM + d0).

The non-dominant state trajectories will enter the set
{zn : ‖zn‖ ≤ µ} in finite number of steps (say k?2). Then
one can again show that for V2k ≤ λM (P2)µ2,

V2k+1
≤ V2k −

λm(Q2)

2λM (P2)
V2k +

λm(Q2)

4
µ2 < κµ2,

where κ = λM (P2) + (λm(Q2)/4). This further im-

plies ‖znk+1‖ ≤
√
κ/λm(P2)µ. It may be noted that√

κ/λm(P2) > 1. Hence the trajectories again converge
to this set due to (19) and thus we conclude that {zn :

‖zn‖ ≤
√
κ/λm(P2)µ} is a positively invariant set. 2

4. SIMULATION RESULTS

Consider the system in (Bandyopadhyay et al., 2006)

Φ =

1 0.198 −0.908 −0.059
0 0.997 −9.698 −0.908
0 −0.012 1.488 0.231
0 −0.125 5.394 1.488

 , Γ =

0.0228
0.0922
0.0964
1.0292

 ,
and dk = 0.05 sin(2k). This system has two dominant
modes. Using a proper transformation, the reduced-order
model is obtained as

z1k+1 =

[
1 0
0 2.7547

]
z1k +

[
1.7055
0.6945

]
(uk + dk).

We choose ĉ = [−0.1625 1]>, such that Φr11 − Φr12c
>
1

has eigenvalues inside the unit disk, where matrices are
mentioned in (6), and the aggregation matrix is

Ca =

[
1 0.7770 0.0034 1.5650
0 −0.0487 2.3341 0.4606

]
.

In order to illustrate our proposed strategy, we choose
Q1 = 2 and satisfying relation (13) gives P1 = 2.1978.
Then for defining set Ω2, we fix δ2 = 8 and using re-
lation (15) we get δ1 = 1.2003 × 104. Further, by tak-
ing proper transformation and choosing z2(0) = [2 1]>

we get the initial condition as x(0) = [59.1815 −
44.9639 0.2269 10.6018]>. The practical sliding mode band

is chosen as ε = 0.6, which satisfies relation d̃o < ε < δ2.
This results in the triggering parameter α = 0.5087, and
we choose σ = 0.96.
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Fig. 2. State trajectories.
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Fig. 3. Sliding variable trajectory.
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Fig. 4. Control input.

The evolution of states of the high-order system is given in
Fig. 2, and it is observed that the states are bounded. The
sliding variable is plotted in Fig. 3. This figure shows that
applying ET-DTSM control, when designed using reduced-
order model, results in PQSM in the high-order system.
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Fig. 5. Evolution of inter-event time.

The size of this band is 0.6. The control input is shown in
Fig. 4, and the evolution of inter-event time with time is
given in Fig. 5. The total number of triggering instants for
a run time of 1 sec is 76.

5. CONCLUSION

We present an ET-DTSM control for stabilizing the high-
order system using a reduced-order model of the system.
The triggering mechanism is designed using the reduced-
order state, which results in a reduction of control tasks as
compared to the full-order design. We obtain the desired
steady-state performance in terms of the PQSM band
and also found regions in which states are bounded. The
control law and triggering rule use the system matrix and
states of the reduced-order system, so it reduces computa-
tions. The ET strategy also decreases the computational
burden. Hence the proposed strategy is useful for the
systems of higher dimensions.
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