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Abstract: In this work we extend the concept of fractional-order memory reset control.
A fractional-order controller is applied to an integer-order plant and its memory is deleted
periodically. As an extension, the controller state itself is reset, based on the reference and the
error signal. The closed loop can be represented by a fractional-order hybrid system with induced
discrete dynamics. These are used to tune the reset law and to prove exponential stability. By
means of the extended reset strategy the reset intervals can be reduced, such that less memory
is needed to implement the fractional-order operators. Furthermore, a new approach for the
real-time implementation of memory reset controllers is presented that achieves a decrease of
the numerical error. All results are validated by simulations and experimentally.

1. INTRODUCTION

During the last decades, controllers containing non-integer
derivatives, so-called fractional-order (FO) controllers,
gained increasing attention. Especially the simple expan-
sion of the classical PID controller to arbitrary order
features more degrees of freedom for loop-shaping tasks
(Monje et al., 2010). However, linear FO controllers show
two main disadvantages: First, the implementation re-
quires a lot of physical memory (Monje et al., 2010) and
can only use a partial history of the process. Second, the
algebraic convergence of the FO closed-loop system is slow
compared to the exponential decay rate of integer-order
systems. In order to overcome these drawbacks, a memory-
reset of the controller is proposed by Weise et al. (2019)
to achieve also exponential convergence.

A different approach is taken by HosseinNia et al. (2014b),
where a FO reset controller is proposed to improve integer-
order reset controllers by reducing limit cycles to increase
the performances with respect to the set-point regulation
problem (HosseinNia et al., 2013). Although these two
approaches deal with the reset of FO controllers, they
lead to completely different results. The main objective
of this contribution is a comparison of these methods.
Furthermore we extend the concept of memory reset
control and introduce a numerical method that is suitable
to be implemented in real-time.

This paper is organized as follows: In Section 2 we recall
fundamentals properties of FO-LTI systems defined by
Caputo’s operator. In the following parts we revisit two FO
reset controllers that reset periodically. The first controller
by HosseinNia et al. (2014b) works with an explicit state
reset, whereas the second controller by Weise et al. (2019)
only deletes the memory without resetting the controller
state. In Section 3 we combine both approaches, pro-
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vide sufficient stability conditions and use the frequency
domain interpretation to tune the reset law. Section 4
details on the implementation of all shown controllers
using higher-order approximations and a direct approach
to solve the FO integral. The performance of the presented
controller is evaluated experimentally in Section 5. Con-
clusions are drawn in Section 6.

2. PRELIMINARY RESULTS AND DEFINITIONS

2.1 Fractional-Order Operators

Non-integer-order derivatives combine classical integer-
order derivatives with the FO integral. This is given by
Monje et al. (2010); Podlubny (1999) as per

t0Iαf(t) =
1

Γ(α)

∫ t

t0

(t− τ)α−1f(τ)dτ, t > t0, (1)

with the order of integration α ∈ R+ and Euler’s Gamma
function Γ(·). The integral is a convolution of the function
f(·) with the convolution kernel Yα(·) defined in Matignon
(1996):

Yα(t) =
(t− t0)α−1

+

Γ(α)
∈ L1

loc(R+). (2)

The combination with classical integer-order derivatives
leads to the definition of different FO derivatives. In this
contribution we will apply Caputo’s operator defined by

t0Dαt f(t) =
1

Γ(m− α)

∫ t

t0

f (m)(τ)

(t− τ)α−m+1
dτ, (3)

where α ∈ R+ is the order of differentiation and m is an
integer such that m− 1 ≤ α < m. We are considering the
control of integer-order systems, hence this operator seems
more suitable due to a similar interpretation of the initial
conditions and available numerical tools. As per Monje
et al. (2010) the Laplace-transform of the operator is
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L{0Dαt f(t)} = sαL{f(t)} −
m−1∑
k=0

sα−k−1f (k)(0+). (4)

Due to the contained FO integral within the definition, Ca-
puto’s derivative is a non-local operator and has memory.
Therefore we have in general

t1Dαf(t) 6= t2Dαf(t), α /∈ {N, 0}. (5)

2.2 Fractional-Order LTI System

The FO-LTI system with (classical) initial conditions
x(t0) = x0 is given by:

Σ :

{
t0Dαx(t) = Ax(t) +Bu(t)

y(t) = Cx(t) +Du(t)

(6a)

(6b)

with (pseudo) state x(t) ∈ Rn, input u(t) ∈ Rp, output
y(t) ∈ Rq, order of differentiation α ∈ (0, 2) and matrices
A ∈ Rn×n, B ∈ Rn×p, C ∈ Rq×n and D ∈ Rq×p.

For the case of α > 1 the set of initial conditions is
not sufficient to guarantee uniqueness of the solution.
Additional initial conditions are required, see (4). With the
representation of (6) these are set to zero, i.e. ẋ(t0) = 0.

Compared to integer-order systems the pseudo transition-
matrix in the FO case is defined by the Matrix-Mittag-
Leffler function

Eα,β (A(t− t0)α) =

∞∑
k=0

(A(t− t0)α)
k

Γ(αk + β)
(7)

with α, β > 0. Applying this transition matrix solves the
initial value problem (Monje et al., 2010; Podlubny, 1999):

x(t) = Eα,1(Atα)x0+

∫ t

0

τα−1Eα,α(Aτα)Bu(t− τ)dτ. (8)

Theorem 1. (FO-LTI System Stability (Matignon, 1996)).
The origin of the system Σ is asymptotically stable iff

|arg (λi(A))| > α
π

2
, ∀i = 1, 2, . . . , n, (9)

where λi(A) denotes the i-th eigenvalue of A.

Note that asymptotically stable FO systems with α < 1
may exhibit eigenvalues with positive real part.

If some FO-LTI controller is applied to an integer-order
LTI system it is useful to represent the closed-loop with
unified order of operation. Although FO systems may be
represented by time-varying integer-order systems (Weise
et al., 2016), it is simpler to express the integer-order
process by using FO derivatives.

Any FO system with order α may also be expressed using
a different order of differentiation ᾱ = α

κ with κ ∈ N.
The state of this associated FO system is extended with
additional FO derivatives (Weise et al., 2019) or integrals
(Weise et al., 2017) of the original (pseudo) state, i.e.

x̄(t) =
(
x>(t) t0Dαx>(t) · · · t0D(κ−1)αx>(t)

)>
. (10)

The FO dynamics with respect to the order ᾱ finally read

t0Dᾱx̄(t) =

(
0 In(κ−1)×n(κ−1)

A 0

)
︸ ︷︷ ︸

Ā∈Rκn×κn

x̄(t) +

(
0
B

)
︸ ︷︷ ︸

B̄∈Rκn×p

u(t) (11)

and correspond to the initial condition

x̄(t0) =
(
x>0 0 · · · 0

)>
. (12)

The output for this extended state x̄(t) is given by

y(t) = (C 0 · · · 0) x̄(t) +Du(t) = C̄x̄(t) + D̄u(t). (13)

The construction of this associated system follows the
ideas presented by Weise et al. (2017). The Laplace-
transform is applied to (11) for each block, defining the
extended state t0Diαx(t) with i = 0, 1, . . . , κ − 1. Setting
the initial condition of the auxiliary states to zero (see
(12)) we can solve this system of κ matrix equations
resulting in the Laplace-transform of (6a). Hence, output
trajectories of both systems are identical such that

G(s) = C(sαI −A)−1B +D = C̄(sᾱI − Ā)−1B̄ +D̄.

2.3 Fractional-Order State Reset Control

C(s) G(s)
r(t) e(t) u(t) y(t)

−

Fig. 1. Block diagram of a reset control scheme without
disturbances.

Reset controllers are used to enhance the performance of
linear control systems. There are various approaches tar-
geting different kinds of problems, e.g. controllers resetting
their state based on the error signal (when e(t) = 0) are
designed in order to avoid overshooting (HosseinNia et al.,
2014b,a) whereas the reset strategy of predetermined re-
setting times (periodic resetting) is applied to accelerate
the closed-loop system (Zheng et al., 2008).

We consider the standard output feedback loop depicted
in Fig. 1. In (HosseinNia et al., 2014b, 2013) the idea of
a periodically reset integer-order controller was expanded
to the FO description

t0Dαxc(t) = Acxc(t) +Bce(t), t 6= tk

xc(t+k ) = Mcxc(tk) +Ncr(tk) + Pce(tk), t = tk
u(t) = Ccxc(t) +Dce(t)

(14a)

(14b)

(14c)

with xc(t) ∈ Rη and constant reset period δ = tk+1 − tk,
k = 0, 1, . . . . This controller consist of an underlying
baseline controller defined by (14a) and (14c), that is,
C(s) = Cc(sαI − Ac)−1Bc + Dc and is extended by the
reset equation (14b). This reset law is a generalization
of the reset presented by HosseinNia (2013); HosseinNia
et al. (2014a): At each time instant tk the controller
state is reset, based on the current controller state xc(tk),
the reference signal r(tk) and the error signal e(tk) =
r(tk)−y(tk). Note that this reset law only requires output
measurements, whereas the reset law shown by Zheng et al.
(2008) uses the process state as well.

We consider the integer-order system (6) with α = 1 and
apply the FO reset controller (14) with ᾱ−1 ∈ N. The
closed loop dynamics combing the extended process state

x̄ and the controller state xc to z> :=
(
x̄> x>c

)>
without

the reset t 6= tk are
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t0Dαz(t) =

(
Ā− B̄DcC̄ B̄Cc

−BcC̄ Ac

)
︸ ︷︷ ︸

=:F

z(t) +

(
B̄Dc

Bc

)
︸ ︷︷ ︸

=:Bcl

r(t)

y(t) =
(
C̄ − D̄DcC̄ D̄Cc

)︸ ︷︷ ︸
=:Ccl

z(t) +
(
D̄Dc

)︸ ︷︷ ︸
=:Dcl

r(t).

(15a)

(15b)

At the reset instants t = tk the closed loop dynamics are
reduced to the reset equation

z(t+k ) =

(
Inκ×nκ 0
−C̄Pc Mc

)
z(tk) +

(
0

Nc + Pc

)
r(tk). (16)

Note that the extended states of x̄(tk) remain unchanged
due to the choice of the operator t0Dα starting at the initial
time t0. Hence, the memory of the operator stays the same.

The stability assessment of this closed loop dynamics
is not straightforward. In (HosseinNia et al., 2013) the
stability was assessed using the so-called Hβ-condition.
The basic idea here is motivated by linear integer-order
hybrid systems. For this system class a common quadratic
Lyapunov function is used to guarantee the stability within
one time interval and at the reset instant. The positive
definite matrix P hence has to satisfy a continuous and
a discrete Lyapunov inequality. For FO hybrid systems
the linear matrix inequality (LMI) assuring the stability
within one interval is replaced by an adopted LMI assuring
the stability of the linear FO continuous time dynamics
(Sabatier et al., 2010). Note that these FO-LMI conditions
are not associated to a Lyapunov function.

Compared to integer-order reset control and FO memory
reset control we cannot derive an exact description of the
induced discrete dynamics, even though the reset interval
is constant δ = tk+1 − tk. A pragmatic approach is to
investigate the higher order integer-order approximation
of the closed loop dynamics (see Section 4.1) which may
be used for the implementation of such controllers.

2.4 Fractional-Order Memory Reset Control

The concept of FO memory reset control is slightly differ-
ent. The idea is to reset not the state, but the memory
of the FO operator to zero. A periodic memory-reset con-
troller with xc(t) ∈ Rη, tk = δk and α−1 ∈ N is given by
Weise et al. (2019) as per

δkDαxc(t) = Acxc(t) +Bce(t), t ∈ [kδ, (k + 1)δ)

xc(tk) = xc(t−k ), t = kδ

u(t) = Ccxc(t) +Dce(t)

(17a)

(17b)

(17c)

where the reset equation (17b) does not affect the con-
troller states. The control signal is continuous but not
differentiable due to the changing initialization of the FO
integrator.

Regarding the closed loop dynamics we have to partially
reset the extended states x̄ of the integer-order process
now, due to the change of the operator’s initial time. This
is possible because the plant to be controlled is integer-
order and time invariant, hence

t1D1x(t) = t2D1x(t). (18)

The closed loop dynamics are identical except for the time
varying operator and changed reset equation:

z(tk)=

(
In×n 0 0

0 0n(κ−1)×n(κ−1) 0
0 0 Iη

)
z(t−k ) = Mz(t−k ). (19)

With this controller we can apply (8) to the closed loop
system on each interval and derive an explicit description
of the induced discrete dynamics for r(t) = 0:

z(kδ) = MEᾱ,1
(
Fδᾱ

)
z((k − 1)δ) = Adz((k − 1)δ). (20)

Such induced discrete-time system can be used to assess
the stability of the closed loop system as shown by Zheng
et al. (2008); Weise et al. (2019), evaluating the eigenvalues
of Ad with respect to the unit circle. The periodic reset of
the memory leads to the exponential convergence of the
state and also allows to use unstable baseline controllers
since the stability of the non-reset FO system is not
necessary (Weise et al., 2019). These unstable modes may
accelerate the controller response (Nesić et al., 2011).

3. CONTROLLER DESIGN

With the memory reset scheme by Weise et al. (2019) expo-
nential convergence of the closed loop system is achieved.
Smaller reset intervals result in faster convergence and
less memory usage. However, this results in frequency
peaks around the crossover frequency (e.g. see Fig. 3)
causing large overshoots in the step response and even
unstable behavior. In the following we present a control
design combining memory and state reset to overcome
these limitations.

3.1 Extended Fractional-Order Memory Reset Control

An extended FO memory reset controller with xc(t) ∈ Rη
and α−1 ∈ N is given for k = 0, 1, . . . by

kδDαxc(t) = Acxc(t) +Bce(t),

t ∈ [kδ, (k + 1)δ)

xc(kδ) = Mcxc(kδ−) +Ncr(kδ
−)+

Pce(kδ
−), t = kδ

u(t) = Ccxc(t) +Dce(t).

(21a)

(21b)

(21c)

With the same baseline controller this leads to similar
closed-loop dynamics (15) as in the previous section. Only
the reset law changes to

kδDαz(t) = Fz(t) +Bclr(t), t ∈ [kδ, (k + 1)δ)

z(kδ) = M̄z(kδ−) + P̄ r(kδ), t = kδ

y(t) = Cclz(t) +Dclr(t)

(22a)

(22b)

(22c)

with the update matrices

M̄ =

(
In×n 0 0

0 0n(κ−1)×n(κ−1) 0
−PcC 0 Mc

)
, P̄ =

(
0
0

Nc + Pc

)
. (23)

Similar to the pure memory reset control scheme we
can reduce the stability analysis to the evaluation of the
induced discrete dynamics.

Theorem 2. (Stability). The origin of the closed-loop (22)
is asymptotically stable if and only if∣∣λi (M̄Eα,1 (Fδα)

)∣∣ < 1, (24)

for all i = 1, 2, . . . , κn + η, where λi(·) denotes the i-th
eigenvalue of the induced discrete system matrix.
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Proof. The proof follows the ideas presented in (Zheng
et al., 2008; Weise et al., 2019). Since the linear FO
system has no finite escape time we can reduce the stability
analysis to the reset instants. The sequence of the extended
states (z(kδ)) for k = 0, 1, . . . is defined by the induced
discrete dynamics

z(k + 1) = Adz(k) (25)

where system matrix Ad is given by the projection of the
pseudo transition matrix in (8) as per

Ad = M̄Eα,1(Fδα). (26)

Finally the stability of (25) can be assessed by standard
methods, e.g. see (Rugh, 1996).

Note that an extension of this idea to control FO processes
is not straightforward. We cannot delete the memory of
the physical system and a change of the operators initial
time would introduce additional time-varying inputs, the
so called initialization functions (Lorenzo and Hartley,
2001). These initialization functions decay, however have
to be taken into account for the stability analysis.

The induced discrete time system can also be used to give
an approximation of the frequency response of the closed
loop system for frequencies below the reset frequency
ω < π/δ. The effects of higher frequencies are only visible
within one time interval. Assuming constant references
within a single interval t ∈ [kδ, (k + 1)δ] the effect of the
reference using equation (8) is given by

z(kδ) = M̄z(kδ−) + P̄ r(kδ)

= Adz((k − 1)δ) + P̄ r(kδ)+(̄
M

∫ δ

0

(δ − τ)α−1Eα,α(F (δ − τ)α)Bcldτ

)
︸ ︷︷ ︸

B̃d

r((k−1)δ).

Matrix B̃d can be simplified further using properties of the
Mittag-Leffler function (Podlubny, 1999), that is

Bd = M̄δαEα,α+1(Fδα)Bcl. (27)

Compared to simple memory reset the induced discrete
dynamics show the additional term P̄ r((k + 1)δ) in

z((k + 1)δ) = Adz(kδ) +Bdr(kδ) + P̄ r((k + 1)δ). (28)

Here the reference at the time instant δk directly influences
the extended state at the same time instant. This extra
term accelerates the induced discrete dynamics. In order
to remove the time shift in representation (28) we consider
the transformation

γ(kδ) = z(kδ)− P̄ r(kδ). (29)

With
(
C̄ 0

)
P̄ = 0 we have

γ((k + 1)δ) = Adγ(kδ) +
(
AdP̄ +Bd

)
r(kδ)

y(kδ) =
(
C̄ 0

)
γ(kδ) +Dclr(kδ).

(30)

(31)

For the low frequency range ω < π/δ the frequency-
response of the closed-loop is approximated by

Tlow(z) =
(
C̄ 0

)
(zI −Ad)

−1 (
AdP̄ +Bd

)
+Dcl. (32)

This frequency domain interpretation can be used to tune
the reset parameters Mc, Nc and Pc. In order to achieve
zero steady-state error the DC gain of (32) has to be one.

The stationary control signal u∞ is given by the baseline
controller, assuming it is designed to let et→∞(t) = 0, thus

u∞ = KDC r∞ with KDC =
C(0)

1 + C(0)G(0)
. (33)

We consider the discrete dynamics at a stationary point

kδDαxc(t) = 0 with e(t) = 0 and wish that the control
output is unchanged after the reset. With e(t) = 0 the
control effort only depends on the control signal u∞ =
Ccxc,∞. Hence we require for (21b) that

xc,∞ = Mcxc,∞ +Ncr∞. (34)

There are various choices for Mc and Nc satisfying (34).
In the spirit of Zheng et al. (2008) we propose

Mc = µI

CcNc = (1− µ)KDC

(35)

(36)

with µ ∈ [0, 1]. Then

(1− µ)Ixc,∞ = Ncxc,∞
⇐⇒ (1− µ)Ccxc,∞ = CcNcr∞
⇐⇒ (1− µ)KDCr∞ = CcNcr∞.

For µ = 1 the stationary behavior is determined by the
baseline controller such that its robustness properties are
conserved by the reset. For Pc = 0 this resembles the pure
memory reset scheme. On the contrary, for µ = 0 the reset
controller state is completely given by the reference and
gain KDC. In this case, discrete time system matrix Ad

has a rank of at least n. Thus, all dynamics added by the
controller are removed by the reset (Mc = 0). This leads to
a fast closed-loop response, however, robustness properties
of the baseline controller are removed. The remaining
parameter Pc can be used to reduce the frequency peak
of (32) induced by the memory-reset.

4. IMPLEMENTATION

In order to simulate or realize FO control, implementation
of FO integrals is necessary. Direct implementation of the
FO integral (1) has two main problems: First, the memory
of typical implementation platforms is limited. So, either
the short memory principle introduces an error or the
operator is only applied on a fixed horizon. For the memory
reset controller, this horizon is given by time interval δ.
The second difficulty of a direct numerical integration is
the singularity of the convolution kernel at the lower limit
t→ t0.

4.1 Implementation Using Higher-Order Approximations

It is common to use higher-order band-limited approxima-
tions, e.g. continuous fraction approximation (Monje et al.,
2010) or the Oustaloup filter (Monje et al., 2010; Tepljakov
et al., 2011). The Oustaloup filter is designed to mimic the
FO operator in frequency band Ω = {ω ∈ R|ωl ≤ ω ≤ ωh},
and obeys

sα ≈ Hα(s) = ωαh

N∏
k=−N

s+ ω−k
s+ ω+

k

(37)

with

ω±k = ωl

(
ωh
ωl

) k+N+(1±α)/2
2N+1

. (38)

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

7776



1

s
G(1−α)(s)

f(t) ≈ kδIαf(t)

Memory reset State reset

Fig. 2. This approximation splits the pseudo state from its
memory (HosseinNia, 2013) .

While these approximations are useful, they may lead to
stationary error. Consider a simple system of the form

G∗(s) =
1

sα + 1
(39)

with the unity DC-gain G∗(0) = 1. Inserting the direct
approximation (37), however, leads to a wrong DC gain:

1

Hα(0) + 1
=

(
1 + ωαh

N∏
k=−N

(
ωh
ωl

)−α/(2N+1)
)−1

=
1

1 + ωαl
6= G∗(0).

In the spirit of HosseinNia (2013) we use an additional
integrator such that the new approximation of the FO
integrator

s−α =
s1−α

s
≈ H1−α(s)

s
(40)

leads to a new approximation G̃∗(s) with a correct DC-
gain:

G̃∗(s)
∣∣∣
s=0

=
H1−α(s)

s+H1−α(s)

∣∣∣∣
s=0

= 1. (41)

This approach preserves the integration properties of the
FO integrator for frequencies below the design bandwidth
Ω = {ω ∈ R|ωl ≤ ω ≤ ωh}. The integer-order integrator
can be associated with the actual (pseudo) state of the
FO controller, the remaining part is an approximation of
the memory introduced by the FO derivative. The initial
conditions of the (pseudo) state xc define in which order
the integrator and the approximation H1−α(s) have to be
used. This is illustrated in Fig. 2, showing the differences
of the reset strategies.

Each element of the pseudo state has its own past, there-
fore the implementation requires η additional systems:

H̃(s) = diag (H1−α(s), . . . ,H1−α(s)) =

[
Ã B̃

C̃ D̃

]
with the approximation order N , such that Ã ∈ RηN×ηN .
Applying this approach to the FO controller (14a)-(14c)
results in(

ẋc(t)
˙̃xc(t)

)
=

(
D̃Ac C̃

B̃Ac Ã

)
︸ ︷︷ ︸

Ãc∈Rη(N+1)×η(N+1)

(
xc(t)
x̃c(t)

)
+

(
D̃Bc

B̃Bc

)
︸ ︷︷ ︸

B̃c∈Rη(N+1)×q

e(t)

u(t) = (Cc 0)︸ ︷︷ ︸
C̃c∈Rp×η(N+1)

(
xc(t)
x̃c(t)

)
+ Dc︸︷︷︸
Dc∈Rp×q

e(t)

(42a)

(42b)

with the extended state
(
x>c x̃>c

)>
containing the (pseudo)

controller state xc and its individual memory x̃c.

The direct approximation of the FO integral using equa-
tion (37) leads to a relative degree of zero. With the applied

split of the FO integrator, the overall approximation is of
relative degree one, which is important in order to avoid
algebraic loops.

For system (6) with α = 1 and the approximation (42) the
closed-loop is given by

ζ̇(t) =

(
A−BDcC BC̃c

−B̃cC Ãc

)
︸ ︷︷ ︸

F̃

ζ(t) +

(
BDc

B̃c

)
r(t)

y(t) =
(
C −DDcC DC̃c

)
ζ(t) + (DDc) r(t)

with

ζ> =
(
x> x>c x̃>c

)>
. (43)

Note that this representation uses the approximation of
the controller instead of the associated FO system.

Consider the general reset law (21b). At the reset instant
t = kδ the extended state is determined by the reset matrix
M̄ according to

ζ(kδ) = M̄ ζ(kδ−). (44)

The differences of the controller approaches become evi-
dent when comparing the different state reset matrices. In
case of a state reset the memory approximation x̃c remains
unchanged, that is

M̃state =

(
I 0 0

−PcC Mc 0
0 0 I

)
. (45)

In case of the memory and the extended memory reset the
controller memory is set to zero, hence the last column is
zero. So here we have

M̃memory =

(
I 0 0
0 I 0
0 0 0

)
, M̃extended =

(
I 0 0

−PcC Mc 0
0 0 0

)
. (46)

This approximation also can be used to examine stability
of the implementation for the pure state reset controller.

Theorem 3. (Stability). The approximation of the fractio-
nal-order controller (42) with reset law (21b) stabilizes the
origin of the system (6) with α = 1 asymptotically iff∣∣∣λi (M̃state exp

(
F̃ δ
))∣∣∣ < 1, (47)

where λi(·), i = 1, 2, . . . , n + η + ηN , denotes the i-th
eigenvalue of the induced discrete system matrix.

Proof. The induced discrete-time homogeneous dynamics
including the approximation of the FO controller are

ζ((k + 1)δ) = M̃state exp
(
F̃ δ
)
ζ(kδ) = Ãdζ(kδ). (48)

If this control concept is applied to a FO process, we can
expand this method to analyse the stability of the closed
loop system. Thus we have to include an approximation of
the memory of the FO system. The results, however, rely
on the quality of the approximation and are not robust.

Similar to the FO cases before (see Section 3.1), we can ex-
tend the description of the induced dynamics by the effect
of constant reference inputs to derive an approximation
of the frequency response for the lower frequency range
ω < π/δ and obtain

T̃ (z) = C̃cl

(
zI − Ãd

)−1

B̃d +DDc (49)
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Fig. 3. Amplitude response of the baseline controller
(dashed blue), and the memory reset controller for
different initialization intervals.

with

B̃d = M̃state

∫ δ

0

exp(F̃ (t− τ))dτ

(
BDc

B̃c

)
+ ÃdP̃ . (50)

Remark A further generalized framework regarding the re-
set of the FO controller should include both aspects: reset-
ting to arbitrary values the controller state and the mem-
ory. If striving to describe the memory exactly we have to
use the distributed state representation by Sabatier et al.
(2014), i.e.

t0Dαf(t) =

∞∫
0

sin(1− α)

π
ωα−1ξ(ω, t)dω (51)

with the evolution of the distributed state ξ(ω, t) given by

ξ̇(ω, t) = −ωξ(ω, t) + ḟ(t). (52)

4.2 Direct Implementation via Differentiation

We are now discussing the problem related to the singular
convolution kernel. In (Brzeziski and Ostalczyk, 2014) a
transformation of the integration variable τ is considered.
Due to the fixed horizon of the controller this method is not
suitable here. We propose a different approach by splitting
the integral (1) via partial integration for α ∈ (0, 1):

t0Iαf(t) =
1

Γ(α)

[
tα

α
f(t0)−

∫ t

t0

ḟ(τ)(t− τ)α

α
dτ

]
. (53)

For continuously differentiable functions f(·) ∈ C1 the
singularity in the integrand is removed and the remaining
convolution with the kernel

Ȳα(t) =
tα+

Γ(α+ 1)
=


tα

Γ(α+ 1)
, t > 0

0, t ≤ 0
(54)

can be solved with standard methods like the trapezoidal
rule. A drawback of the real-time implementation, how-
ever, is the need of a derivative. Except for the exact
robust sliding-mode differentiator by Levant (2018), the
derivative can only be implemented with an additional
pole (“dirty derivative”).

In order to avoid the differentiation of a possible noisy
signal we shift the order of operations: Instead of solving
the convolution Ȳα(t)? ḟ(t), we solve the convolution with
the function itself Ȳα(t) ? f(t) and differentiate the result.
Applying Leibniz’ rule we get

d

dt

(
Ȳα(t) ? ḟ(t)

)
=

d

dt

[
1

Γ(α)

∫ t

0

f(τ)(t− τ)αdτ

]
=

1

Γ(α+ 1)

∫ t

0

d

dt
[f(τ)(t− τ)α] dτ

=
α

Γ(α+ 1)

∫ t

0

f(τ)(t− τ)α−1dτ = 0Iαf(t).

In doing so we can exchange the order of operations and
avoid the direct differentiation of a noisy measurement
signal, e.g. the tracking error in the case of a FO inte-
grator. Furthermore the result of this exchanged order is
independent of the initial value of the function f(0) which
might also be effected by noise.

Now we are in the position to apply a proper differentiator

Gdiff(s) =
s

TNs+ 1
(55)

to compute the FO integral. If the additional pole TNs+1
decreases the closed-loop dynamics significantly, it can
be considered in the controller design by devising the
controller for the modified process

G̃(s) =
G(s)

TNs+ 1
. (56)

The numerical evaluation of the convolution integral with-
out singularity requires still the complete history of f(t)
within the time interval t ∈ [0, δ]. Applying the trape-
zoidal rule, the online integration of the sampled function
f(kTs) results in the multiplication of the history vector
H(kTs) ∈ RN and the sampled new kernel K(kTs) ∈ R1×N

with N = δ/Ts + 1:∫ t

0

f(τ)(t− τ)α−1dτ

∣∣∣∣
t=kTs

≈ K(kTs) H(kTs) Ts (57)

with j-th element at the time instant t = kTs defined as

Hj(kTs) =

{
f(jTs), j ≤ k
0, j > k

Kj(kTs) =


1

2
((j − k)Ts)

α, j = 1

((j − k)Ts)
α, j ≤ k

0, j > k

where the special weight for the first element j = 1
occurs due to the trapezoidal rule. Within this discrete-
time framework we use a first-order Euler approximation

Gz(z) =
z − 1

Tsz
(58)

to compute the derivative instead of (56). Within one reset
period δ the counter k is limited to k ∈ {0, 1, . . . , N}.
Fig. 4 shows the results for a single interval. For compar-
ison, different functions are integrated using the routine
fde12.m by Diethelm and Freed (1999) with a much lower
sampling time of 0.01 ms and an Oustaloup filter with
different orders designed for the frequency range Ω =
[10−3 rad s−1, 103 rad s−1] with an additional integrator.
The rather large error at the beginning of the interval is
caused by the discrete differentiator and may be improved.
Compared to high-order approximations, the proposed
method leads to a reduced error at the end of the time
interval. This is important for the memory reset control,
as this final value is used to reinitialize the subsequent
interval.
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5. SIMULATIONS AND EXPERIMENTAL RESULTS

We consider the velocity control of a DC motor. Its
identified dynamics are given by

G(s) =
K

τs+ 1
with K = 158.64, τ = 0.8261. (59)

The sampling time of the real-time interface is Ts = 2 ms.

5.1 Simulation Results

The transfer function of the FO PI controller is given by

CFOPI(s) = KP +
KI

sα
. (60)

The baseline controller is designed for crossover frequency
of ωc = 3 rad s−1 and phase-margin of Φr = 60◦. The order
α = 2

3 is chosen such the performance is acceptable with
respect to overshooting. The design equations

|C(jω)G(jω)|ω=ωc = 1

π + arg(C(jωc)G(jωc) =
π

3
are solved using the standard non-linear routine lsqnonlin
resulting in KP = 0.0025 and KI = 0.0318. For the
implementation of the state reset controller we use an
Oustaloup filter of the approximation order 19 with the
frequency range Ω = [0.001 rad s−1, 100 rad s−1].

The closed-loop step responses with baseline controller as
well as with various reset controllers using δ = 0.5 s is
shown in Fig. 5. For comparison, a classical PI controller
with the same crossover frequency is included. The alge-
braic convergence of the FO baseline controller is clearly
visible for t > 3 s (yellow line). The pure memory reset con-
trol (purple line) achieves exponential convergence, how-
ever the overshoot increases significantly. This corresponds
to the peak of frequency response of the induced discrete
dynamics as indicated in Fig. 3.

The reset parameters for the state and extended memory
reset controller are chosen according to (35), (36) with
µ = 0.1 and Pc = 0, resulting in Mc = 1

10 , Nc = 9
10K . The

FO state-reset controller does not improve the convergence
(see. Fig. 5, green line). The discrete-dynamics including
the approximation (42) of the baseline controller exhibit
a DC-gain different from one. The overshoot is reduced
compared to the baseline controller. The extended mem-
ory reset controller achieves exponential convergence (see
Fig. 5, cyan line) and does not increase the overshoot.
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Fig. 5. Step reponses of different reset controllers.
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Fig. 6. Experimental results.

Note, that the analysis in Section 3.1 is based on a
controller of order α−1 ∈ N. In order to map the design to
this framework we need to consider an associated baseline
controller of order ᾱ = 1

3 and extended state-space.
Accordingly, the reset maps Nc,Mc, Pc are adjusted in
dimension and offer an increased degree of freedom. In this
implementation we did not explore this additional degree
of freedom due to memory limitations.

5.2 Experimental Validation

For the experimental verification, all controllers are ap-
plied to a DC-Motor driving an inertia and an eddy current
brake. The velocity is obtained by differentiating the signal
of an encoder signal applying (58).

It turns out that the stationary gain of the process devi-
ates slightly from the identified data (59). Therefore the
controller parameters are adapted to KP = 0.0024,KI =
0.0312,Mc = 0, Nc = 0.0073 and Pc = 0 . The results are
shown in Fig. 6. For visibility the signals are down-sampled
by averaging 5 samples. Overall the experiment confirms
the simulation results. The ripples overlaying the steady
state behavior correspond to the set speed of the system
and thus is caused most likely by some imbalance of the
rotating mass. The respective control signals are depicted
in Fig. 7. Note that the stationary control effort differs
from the model. All FO controllers exhibit a smaller peak
in the control signal compared to the PI controller, while
the memory and extended reset implementations also show
exponential conversion. Moreover, the extended reset also
reduces the overshoot significantly.
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6. CONCLUSIONS

We expand a FO memory reset controller by the periodical
resetting of the controller state. The amplitude response
of the induced discrete system is used to tune the reset
interval and the additional reset parameters. If including
the reference for weighting the controller state reset, the
stationary gain of the closed loop system must be known.
Otherwise, the controller will lead to a stationary error.

Furthermoe, we propose a new implementation for the
FO memory reset controller so as to enhance real-time
capability and compare it to standard implementations.
Differences to existing approaches are analysed by the ap-
proximative implementation. With this approach it is also
possible to analyse the frequency behaviour of FO reset
controllers without memory reset. Finally, the performance
of all controllers is evaluated in simulation and experiment.
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