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∗ IBISC Laboratory, Univ Evry, Paris-Saclay University, Evry, France.
(email: {sara.ifqir, dalil.ichalal, naima.aitoufroukh,

said.mammar}@univ-evry.fr).
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Abstract: This work is devoted to the problem of guaranteed set-membership state estimation
based on zonotopes for discrete-time switched systems with bounded uncertainties and unknown
inputs. The additive uncertainties in this contribution are treated using the so called Wi-Radius.
The size of the zonotope which contains the real system state is decreased at each sample time.
The complete solution procedure is formulated as a LMI-constrained optimization problem.
The proposed design is applied to the robust state estimation of vehicle lateral dynamics state.
Simulation results based on real data demonstrate the performance of the proposed method.
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1. INTRODUCTION

The set-membership techniques have been intensively
studied during last decades and applied to state estimation
of uncertain dynamical systems [Ifqir et al. 2018, Schweppe
1968, Le et al. 2012, Combastel 2015]. In this method,
a set containing all admissible state trajectories that
are consistent with the measured output and the norm-
bounded uncertainty is provided. No other assumptions on
the distribution of the uncertainties are needed. Different
geometrical forms have been used to represent this set as
ellipsoids [Schweppe 1968], zonotopes [Combastel 2015],
interval boxes [Ifqir et al. 2018] and polytopes [Chisci et al.
1998]. In this paper, a geometrical representation based on
zonotopes is used considering its good tradeoff between
the estimation accuracy and computational complexity.
A zonotope is a linear transformation of an unitary box.
They have been used in Alamo et al. [2005] for guaran-
teed state estimation of nonlinear discrete-time systems
and in Wang et al. [2016, 2017] for differential-algebraic-
equation (DAE) and discrete-time descriptor systems. Un-
fortunately, and to the best of authors knowledge, such
study has not been reported earlier in the literature for
switched dynamical systems.
Motivated by the above observation, this note presents
a new approach for guaranteed state estimation for the
case of uncertain switched discrete-time systems subject
to known and unknown inputs. A bounded description of
the state disturbances and measurement noise is consid-
ered. The main result is an algorithm to compute a set
that contains the unknown state trajectories which are
consistent with the measured output and the given bounds
of disturbances and noise. The consistency test is imple-
mented by finding a parameterized intersection zonotope

between the measurement state set and the predicted state
set. An optimization methodology based on linear matrix
inequalities (LMIs) is proposed to minimize the radius of
the obtained zonotope. The effectiveness of the proposed
methodology is illustrated through an application to vehi-
cle sideslip angle estimation. The vehicle lateral dynamics
model used in this study is based on the known bicycle
model [Rajamani 2011] associated with a vision system
measurement. Real data recorded on a vehicle test are used
to validate the proposed algorithm. However, it should
be noticed that the use of the zonotopic set-membership
technique is a novelty in the context of vehicle dynamics
estimation. The obtained results have been successfully
demonstrated in this new area of application.
The remainder of the paper is organized as follows. First,
some preliminary definitions and the problem formulation
are introduced in Section 2. The zonotopic guaranteed set-
membership approach based on the Wi-Radius minimiza-
tion is presented in Section 3. Experimental results of ap-
plying the proposed set-membership approach to estimate
the vehicle sideslip angle are shown in Section 4. Finally,
conclusions are drawn in Section 5.

2. PRELIMINARIES AND PROBLEM
FORMULATION

Before presenting the main result of this paper, some pre-
liminary definitions and properties are briefly introduced.

2.1 Notations and basic definitions

Throughout the paper, the set of all natural and real
numbers will be denoted by N and R, respectively. Rn will
denote the n-dimensional real vector space. AT will refer to
the transpose of a matrix A. A > 0 (resp. A < 0) denotes

Preprints of the 21st IFAC World Congress (Virtual)
Berlin, Germany, July 12-17, 2020

Copyright lies with the authors 7536



a matrix with positive (resp. negative) components, A � 0
(resp. A ≺ 0) denotes the positive (resp. negative) definite
matrix. In stands for the identity matrix of dimension
n × n and ⊕ to the Minkowski sum. The symbol (∗) will
be used to denote the symmetric terms in symmetric block
matrices.
Given a center vector p ∈ Rn and a matrix H ∈ Rn×m,
the Minkowski sum of the segments defined by the columns
of a matrix H is called zonotope of order m and will be
defined by X = 〈p,H〉 = p⊕HBm = {p + Hz : z ∈ Bm}
where Bm stands for an unitary box composed by m
unitary intervals.

Given a zonotope X = 〈p,H〉 ⊂ Rn and a weighting
matrix Wi ∈ Rn×n, the Wi-Radius of X is defined by
lW = max

z∈X
‖z − p‖2Wi

= max
b∈Br
‖Hb‖2Wi

.

Property 1. [Le et al. 2013] The Minkowski sum of two
zonotopes X1 = p1 ⊕ H1B

m1 and X2 = p2 ⊕ H2B
m2 is

also a zonotope defined by X = X1 ⊕ X2 = (p1 + p2) ⊕
[H1 H2]Bm1+m2 .

The interval hull of a zonotope X (i.e. the smallest interval
box that contains X ) will be denoted by X ?.

Property 2. [Combastel 2015] For a zonotope X ⊂ Rn
with H ∈ Rn×m, its interval hull, X ? = [a, b], is obtained
as follows:

ai = pi −
m∑
j=1

|Hi,j |, i = 1, . . . , n

bi = pi +

m∑
j=1

|Hi,j |, i = 1, . . . , n

(1)

Property 3. [Combastel 2015] A reduction operator,
denoted ↓q,W , allows to reduce the number of generators
of a zonotope X to a fixed number q ≥ n, such that X =
〈p, H〉 ⊂ 〈p, ↓q,W (H)〉. The procedure for implementing
the operator ↓q,W is summarized as follows:

(1) Sort the column of segment matrix H ∈ Rn×m
in decreasing weighted vector norm ‖.‖W , H =
[h1, . . . , hj , . . . , hm], ‖hj‖2W ≥ ‖hj+1‖2W ;

(2) Enclose the set H> generated by the m−q+n smaller
columns into a box (i.e., interval hull):
If m ≤ q, then ↓q,W (H) =↓W (H),
Else ↓q,W (H) = [H>, rs(H<)] ∈ Rn×q
H> = [h1, . . . , hq−n], H< = [hq−n+1], . . . , hm]

where rs(H<) is a diagonal matrix with diagonal elements
of rs(H<)i,i =

∑m
j=1 |H<i,j |, i = 1, . . . , n.

2.2 Problem statement

Consider the discrete-time switched model described by
the following equations:

xk+1 = Aσ(k)xk +Bσ(k)uk + Eσ(k)dk + ωσ(k)
yk = Cσ(k)xk + υσ(k)

(2)

where xk ∈ Rnx , uk ∈ Rnu , dk ∈ Rnd , yk ∈ Rny denote
the state vector, known and unknown inputs and mea-
surement output, respectively. Aσ(k) ∈ Rnx×nx , Bσ(k) ∈
Rnx×nu , Eσ(k) ∈ Rnx×nd and Cσ(k) ∈ Rny×nx are state,

input, unknown input and observation matrices. σ(k) is
a piecewise-constant function, called the switching signal,
assumed to be known and takes its values in the finite set
I = {1, . . . , N}, where N > 1 is the number of subsystems.
Before we proceed with the detailed set-estimator design,
the following assumptions are considered since they are
used throughout the paper.
Assumption 1. The initial state is assumed to be un-
known but bounded by a zonotope X0 = 〈p0, H0〉, where
p0 ∈ Rnx and H0 ∈ Rnx×nx are the center and segment
matrix of this zonotope.
Assumption 2. The disturbance vector ωσ(k) ∈ Rnω and
measurement noise vector υσ(k) ∈ Rnυ are assumed to be
unknown but bounded by zonotopes Wσ(k) = 〈0, Dσ(k)〉
and Vσ(k) = 〈0, Fσ(k)〉, respectively.
Assumption 3. For the switched system (2), let us
assume that the following rank condition is satisfied
∀σ(k), k ∈ N:

rank(Cσ(k)Eσ(k)) = rank(Eσ(k)) = nd (3)

Thus, there exists a non-empty set of solutions of switched
matrices Pσ(k) and Mσ(k) satisfying ∀σ(k)

Pσ(k) +Mσ(k)Cσ(k) = Inx , Pσ(k)Eσ(k) = 0 (4)

Some preliminary definitions are introduced before stating
the main results.
Definition 1. (Uncertain state set). Given the switched
system (2) with x0 ∈ X0, ωσ(k) ∈ Wσ(k), ∀σ(k) and for all

k ∈ N, the uncertain state set X k is defined by

Xk =

{
x ∈ Rnx

∣∣x ∈ Aσ(k)Xk−1 ⊕Bσ(k)uk−1⊕

Dσ(k)Wσ(k) ⊕ Eσ(k)dk−1

} (5)

Definition 2. (Measurement state set). Given the switched
system (2), a measurement output vector yk and υk ∈
Vσ(k), ∀σ(k) and for all k ∈ N, the measurement state set
P(k) is defined by

P(k) =
{
x ∈ Rnx

∣∣Cσ(k)xk − yk = Fσ(k)s1, ∀s1 ∈ Bnυ
}

(6)

Definition 3. (Exact uncertain set). Given the switched
system (2), a measurement output vector yk, ωσ(k) ∈
Wσ(k), υk ∈ Vσ(k), ∀σ(k) and for all k ∈ N, the exact
uncertain state set X (k) is defined by

X (k) = Xk ∩ P(k) (7)

The goal is to approximate the exact uncertain set X (k)
by an outer approximation of the intersection between the
uncertain trajectory and the region of the state space that
is consistent with the measured output yk and the initial
state set X0.
Let us assume that xk ∈ X (k) ⊆ X̂ = 〈p̂, Ĥk〉 at time
k ∈ N that also satisfies x0 ∈ X0 at time k = 0.
Suppose also that a measured output yk is obtained at
time instant k. Under these assumptions, an outer bound
of the exact uncertain state set X (k) can be estimated
using the following algorithm.
Step i (Prediction step): Given the switched system
(2), compute the zonotope X k+1 that bounds the set of
predicted states for the uncertain trajectory of the system;
Step ii (Measurement step): Compute the measurement
state set Pk+1 by using the measurement vector yk+1;
Step iii (Correction step): To find the state estimation set,

compute an outer approximation X̂k+1 of the intersection
between X k+1 and Pk+1.
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3. GUARANTEED STATE INTERSECTION

In what follows, a set-membership state estimation ap-
proach based on zonotopes for switched discrete-time sys-
tem (2) is proposed. This approach is based on parameter-
ized intersection zonotope for implementing the measure-
ment consistency test.
The aim is to find a parameterized zonotope X̂k+1 that
contains the intersection of the two sets X k+1 and Pk+1

used in the previous algorithm. The zonotope X̂k+1 is
parameterized with respect to a switched correction matrix
Λσ(k) ∈ Rnx×ny .
Theorem 1. Given the switched system (2), a measure-
ment output vector yk+1, x0 ∈ X0, ωσ(k) ∈ Wσ(k), υk ∈
Vσ(k), ∀σ(k), xk ∈ 〈p̂k, Ĥk〉 ⊆ 〈p̂k, Hk〉 with Hk =↓q,W
(Ĥk), Pσ(k) ∈ Rnx×nx and Mσ(k) ∈ Rnx×ny satisfying (4).

Then, for any switched correction matrix Λσ(k) ∈ Rnx×ny ,

xk+1 ∈
{
X k+1 ∩ Pk+1

}
⊆ X̂k+1 = 〈p̂k+1, Ĥk+1〉, where

p̂k+1 = Tσ(k)Pσ(k)Aσ(k)p̂k + Tσ(k)Pσ(k)Bσ(k)uk
+(Mσ(k) + Λσ(k) − Λσ(k)Cσ(k)Mσ(k))yk+1

(8a)

Ĥk+1 =

Tσ(k)Pσ(k)Aσ(k)Hk

Tσ(k)Pσ(k)Dσ(k)
Tσ(k)Mσ(k)Fσ(k)

Λσ(k)Fσ(k)


T

(8b)

where Tσ(k) = Inx − Λσ(k)Cσ(k).

Proof. For any xk+1 ∈
{
X̂k+1 ∩ Pk+1

}
, we know xk+1 ∈

X̂k+1 and xk+1 ∈ Pk+1. Consider the switched system

(2) with the inclusion xk ∈ 〈p̂k, Ĥk〉 ⊆ 〈p̂k, Hk〉 and
ωσ(k) ∈ Wσ(k), there exists a vector s2 ∈ Bq+nω such that

xk+1 = Aσ(k)p̂k +Bσ(k)uk + Eσ(k)dk +
[
Aσ(k)Ĥk, Dσ(k)

]
s2 (9)

Besides, from xk+1 ∈ Pk+1, there exists a vector s1 ∈ Bnυ

such that
Cσ(k)xk+1 − yk+1 = Fσ(k)s1 (10)

Considering a pair of switched matrices Pσ(k) and Mσ(k)

satisfying (4) ∀σ(k), combining (2) and (10) leads to

(Pσ(k) +Mσ(k)Cσ(k))xk+1 = Pσ(k)Aσ(k)p̂k+

Pσ(k)Bσ(k)uk + Pσ(k)Eσ(k)dk +Mσ(k)yk+1+[
Pσ(k)Aσ(k)Ĥk Pσ(k)Dσ(k)

]
s2 +Mσ(k)Fσ(k)s1

(11)

Set Rσ(k) =
[
Pσ(k)Aσ(k)Ĥk Pσ(k)Dσ(k) Mσ(k)Fσ(k)

]
and

s =
[
sT1 , s

T
2

]T
. If the matrix equations (4) hold, then (11)

can be simplified as follows

xk+1 = Pσ(k)Aσ(k)p̂k + Pσ(k)Bσ(k)uk
+Mσ(k)yk+1 +Rσ(k)s

(12)

Let Λσ(k) ∈ Rnx×nx , by adding and substituting a correc-
tion term Λσ(k)Cσ(k)Rσ(k)β in (12), we obtain ∀σ(k)

xk+1 = Pσ(k)Aσ(k)p̂k + Pσ(k)Bσ(k)uk +Mσ(k)yk+1

+Λσ(k)Cσ(k)Rσ(k)β + (Inx − Λσ(k)Cσ(k))Rσ(k)s
(13)

By substituting xk+1 in (10) by (12), we have

Cσ(k)Rσ(k)s = yk+1 − Cσ(k)Mσ(k)yk+1−
Cσ(k)Pσ(k)Aσ(k)p̂k − Cσ(k)Pσ(k)Bσ(k)uk + Fσ(k)s1

(14)

then, by replacing Cσ(k)Rσ(k)β in (13), it follows that

xk+1 = (Inx − Λσ(k)Cσ(k))Pσ(k)Aσ(k)p̂k+

(Inx − Λσ(k)Cσ(k))Pσ(k)Bσ(k)uk+

(Mσ(k) + Λσ(k) − Λσ(k)Cσ(k)Mσ(k))yk+1+[
(Inx − Λσ(k)Cσ(k))Rσ(k), Λσ(k)Fσ(k)

] [ s
s1

] (15)

Thus, by using the above definition of Rσ(k) and by letting
Tσ(k) = Inx − Λσ(k)Cσ(k), (8a) and (8b) are obtained and
the proof is complete. �
Remark 1. Recall that, the zonotope reduction operator
↓q,W (.) defined in Property 3 is used in order to reduce the
computational complexity during the state propagation.
The size of the intersection zonotope X̂k+1 can be mea-
sured by the Wi-radius as follows

lWk+1 = max
xk+1∈X̂k+1

∥∥∥xk+1 − p̂k+1(Λσ(k))

∥∥∥2
2,Wσ(k)

= max
z∈B(q+nx+2ny)

∥∥∥Ĥk+1(Λσ(k))z

∥∥∥2
2,Wσ(k)

= max
z∈B(q+nx+2ny)

zT ĤT
k+1(Λσ(k))Wσ(k)Ĥk+1(Λσ(k))z

(16)

where Wσ(k) = Wi, ∀i ∈ {1, . . . , N} is the weighting ma-
trix of appropriate dimensions for the i-th subsystem. Note
that the design of the correction matrix Λσ(k) is required
to minimize the effects of uncertainties and guarantee that
the size of the intersection zonotope is not increasing.
Then, if there exists a scalars ασ(k) and γσ(k) associated
with each subsystem σ(k) = i such that

lWk+1 ≤ (1− ασ(k))lWk + γσ(k)εσ(k) (17)

where εσ(k) is a positive switched constant that represents
the max influence of disturbances and measurement noises
as follows:

εσ(k) = max
s1∈Bnω

∥∥Dσ(k)s1∥∥22 + max
s2∈Bnυ

∥∥Fσ(k)s2∥∥22 (18)

the size of X̂k+1 is decreasing. If (17) holds, then for
time instant k → ∞, this expression is equivalent for all
i ∈ {1, . . . , N} to

lW∞ = (1− αi)lW∞ + γiεi (19)

it follows that

lW∞ =
γiεi

αi
, ∀i ∈ {1, . . . , N} (20)

Let us consider the i-th ellipsoid Ei ,
{
x | xTWix <

γiεi
αi
,∀i ∈ {1, . . . , N}

}
which can be normalized as follows:

Ei ,
{
x | xT αiWi

γiεi
x < 1,∀i ∈ {1, . . . , N}

}
. This ellipsoid

is related to the Wi-radius of the guaranteed zonotopic
state estimation at infinity. To minimize the Wi-radius (i.e
lW∞ ), the smallest diameter of the ellipsoid is sought by
solving an Eigenvalue Problem (EVP) [Boyd et al. 1994].
Therefore, there exists a positive switched scalar τi such
that

τi > 0, ∀i ∈ {1, . . . , N}
αiWi

γiεi
� τiInx , ∀i ∈ {1, . . . , N}

(21)

Then, the design of the correction matrix Λi associated
with each subsystem i can be done by solving a LMI
(Linear Matrix Inequality) optimization problem with the
following constraints:
Theorem 2. Given the intersection zonotope Xk+1 =

〈p̂k+1, Ĥk+1〉 in (8), (17) holds if there exists a matrix
Yi ∈ Rnx×ny , a positive definite matrix Wi ∈ Rnx×nx ,
for given scalars αi ∈ (0, 1), γ > and εi > 0 such that the
following LMI problem holds

max
τi,Wi, Yi

τi

τi > 0, ∀i ∈ {1, . . . , N} (22)
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αiWi

γiεi
� τiInx , ∀i ∈ {1, . . . , N} (23)

with Yi = WiΛi.
Proof. Let ∆lW

k = lWk+1 − lWk , then using (16) we have

∆
lW
k

= max
z∈B(q+nx+2ny)

∥∥∥Ĥk+1(Λσ(k))z

∥∥∥2
2,Wσ(k)

−

max
ẑ∈Bq

∥∥∥Hk(Λσ(k))ẑ

∥∥∥2
2,Wσ(k)

(25)

Let z =
[
zT sT1 sT2 sT3

]T ∈ Bq+nx+2ny with z ∈
Bq, s1 ∈ Bnx , s2 ∈ Bny and s3 ∈ Bny . Since

max
ẑ∈Bq

∥∥Hk(Λσ(k))ẑ
∥∥2
2,Wσ(k)

≥
∥∥Hk(Λσ(k))z

∥∥2
2,Wσ(k)

, ∀ z ∈
Bq, we obtain from (25)

∆
lW
k

= max
z∈Bq,s1∈Bnx ,s2∈Bny ,s3∈Bny

(∥∥∥Ĥk+1(Λσ(k))z

∥∥∥2
2,Wσ(k)

−
∥∥∥Hk(Λσ(k))z

∥∥∥2
2,Wσ(k)

)

= max
z∈Bq,s1∈Bnx ,s2∈Bny ,s3∈Bny

( zs1
s2
s3

T ĤT
k+1(Λσ(k))×

Wσ(k)Ĥk+1(Λσ(k))

 zs1
s2
s3

− zTHT
kWσ(k)Hkz

)
(26)

By adding and subtracting the terms max
z∈Bq

ασ(k)

∥∥∥Hkz
∥∥∥2
2,Wσ(k)

and −γσ(k)εσ(k) where εσ(k) is given by (18), (26) is rewrit-
ten as

∆
lW
k

= max
z∈Bq,s1∈Bnx ,s2∈Bny ,s3∈Bny

( zs1
s2
s3

T ĤT
k+1(Λσ(k))×

Wσ(k)Ĥk+1(Λσ(k))

 zs1
s2
s3

+ ασ(k)z
TH

T
kWσ(k)Hkz−

zTH
T
kWσ(k)Hkz − γσ(k)sT1 D

T
σ(k)Dσ(k)s1−

γσ(k)s
T
2 F

T
σ(k)Fσ(k)s2

)
− max
z∈Bq

ασ(k)

∥∥∥Hkz

∥∥∥2
2,Wσ(k)

+

γσ(k)εσ(k)
(27)

Substituting (8b) into (27), we get

max
z∈Bq,s1∈Bnx ,s2∈Bny ,s3∈Bny

(Hkz
s1
s2
s3


T (

ΘTσ(k)Wσ(k)Θσ(k)+(ασ(k) − 1)Wσ(k) 0 0 0

0 −γσ(k)DTσ(k)Dσ(k) 0 0

0 0 −γσ(k)FTσ(k)Fσ(k) 0

0 0 0 0

)
Hkz
s1
s2
s3

)− max
z∈Bq

ασ(k)

∥∥∥Hkz

∥∥∥2
2,Wσ(k)

+ γσ(k)εσ(k)

(28)

where Θσ(k) =

Tσ(k)Pσ(k)Aσ(k)Tσ(k)Pσ(k)Dσ(k)

Tσ(k)Mσ(k)Fσ(k)
Λσ(k)Fσ(k)

. If the following in-

equality holds ∀i ∈ I

(ασ(k) − 1)Wσ(k) 0 0 0

0 −γσ(k)DTσ(k)Dσ(k) 0 0

0 0 −γσ(k)FTσ(k)Fσ(k) 0

0 0 0 0


+ΘTσ(k)Wσ(k)Θσ(k)+ ≺ 0

(29)

which is equivalent by Schur complement to (24), then

∆
lW
k
≤ −ασ(k)lWk + γσ(k)εσ(k) (30)

from which we prove that satisfying (24) leads to satisfy
the condition (17). Furthermore, the tight size of the inter-
section zonotope must be sought, hence the introduction
of the conditions (22) and (23) which completes the proof
of Theorem 2. �

4. APPLICATION TO VEHICLE LATERAL
DYNAMICS ESTIMATION

4.1 Vehicle model description

The model used in this study describes vehicle lateral
dynamics in a cornering lane, which is obtained from
the known bicycle model and the relative vehicle angular
and lateral displacements in the road trajectory (Fig. 1)
[Rajamani 2011].
The two degrees of freedom model describing the vehicle

yaw and lateral motions can be represented by the follow-
ing equations:

mvx(β̇ + r) = Fyf + Fyr, Iz ṙ = lfFyf − lrFyr. (31)

where the description of vehicle dynamics parameters is
given in Appendix A.
Using the so-called Pacejka magic formula [Pacejka and
Bakker 1992], and under assumption of small sideslip angle
variations, lateral forces Fyf and Fyr are considered to be
linear and expressed as follows:

Fyf = cf (δf − β −
lf

vx
r), Fyr = cr(−β +

lr

vx
r) (32)

In the proposed model, it is assumed that the available
measurements are yaw rate r, longitudinal velocity vx
and front steering angle δf . Gathering equations (31) and
(32) and chosing β and r, as state variables, leads to the
following state equations:[

β̇
ṙ

]
=

 − cf + cr

mvx

crlr − cf lf
mv2x

− 1

crlr − cf lf
Iz

−
crl2r + cf l

2
f

Izvx

[βr]+

 cf

mvx
cf lf

Iz

 δf (33)

We consider also a vision system measuring the vehicle
angular and lateral displacements at a look-ahead distance
ls. The equations describing the evolution of the measure-
ments obtained using a vision camera are given by

ψ̇L = r − vxρ, ẏL = vy + vxψL + ls(r − vxρ) (34)

The system (34) can be rewritten in the following state
representation form:[

ψ̇L
ẏL

]
=

[
0 0
0 vx

] [
ψL
yL

]
+

[
0 1
1 ls

] [
vy
r

]
+

[
−vx
−lsvx

]
ρ (35)

The vision system’s parameters are described in Appendix
A.
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(αi − 1)Wi ∗ ∗ ∗ ∗

0 −DT
i Di ∗ ∗ ∗

0 0 −FTi Fi ∗ ∗
0 0 0 0 ∗

(Wi − YiCi)PiAi (Wi − YiCi)PiDi (Wi − YiCi)MiFi YiFi −Wi

 ≺ 0,∀i ∈ I (24)

Fig. 1. Bicycle model with vision system measurement.

4.2 Problem formulation

Combining the vehicle lateral dynamics (33) and the vision
system model (34) leads to a single dynamical system
subject to the road curvature as an unknown input and
describing as follows:

ẋ(t) = Ax(t) +Bu(t) + Ed(t), y(t) = Cx(t) (36)

with the state vector x = [β r ψL yL]
T

, the control input
u(t) = δf , the unknown input d(t) = ρ and the matrices
A, B, and C defined as follows:

A =


−
cf + cr

mvx

crlr − cf lf
mv2x

− 1 0 0

crlr − cf lf
Iz

−
crl2r + cf l

2
f

Izvx
0 0

0 1 0 0
1 ls vx 0

 , B =


cf

mvx
cf lf

Iz
0
0

 ,

E =

 0
0
−vx
−lsvx

 , C =

[
0 1 0 0
0 0 1 0
0 0 0 1

]

Note that the model (36) describing the vehicle lateral
dynamics is subject to longitudinal velocity variations.
Thus, a switched representation of the vehicle model is
considered where vx is assumed to be piecewise constant.
Then, the model (36) is transformed into a switched
discrete-time model 1 :

xk+1 = Aσ(k)xk +Bσ(k)uk + Eσ(k)dk, yk = Cxk (37)

where σ(k) is the switching signal depending on the
measured longitudinal velocity. In order to achieve a more
realistic vehicle behaviour, a state disturbance signal ωσ(k)
and a measurement noise vσ(k) are added to the state and
output equations in (37) leading to an uncertain discrete-
time switched system of the form (2).

4.3 Experimental data and validation

In this subsection, experimental data are used to evaluate
the proposed set-membership state estimator. The mea-
surements are acquired using a prototype vehicle. The test
track (located in the city of Versailles-Satory, France) is
3.5km length with various curve profiles allowing vehicle
1 The zero order hold method is used to obtain (37).

dynamics excitation. Several sensors are implemented on
the vehicle: An inertial unit to measure the yaw rate r, an
absolute optical encoder to measure the steering angle δf
and an odometer to provide the vehicle longitudinal speed
vx and a vision system to measure the vehicle angular and
lateral displacements ψL and yL as well as the road curva-
ture ρ. For the simulation scenario, three subsystems are
defined for v1x = 3.1m/s, v2x = 8.5m/s and v3x = 13.75m/s
and the following switching law is considered:

σ(t) =

{
1 if vx ∈ [V 0

x , V
1
x [

2 if vx ∈ [V 1
x , V

2
x [

3 if vx ∈ [V 2
x , V

3
x ]

(38)

with vkx =
V kx −V

k−1
x

2 for k = 1, 2, 3. The steering angle,
longitudinal velocity, road curvature and the considered
switching law are shown in Figure 2. The disturbance and

noise vectors satisfy |ωk| ≤ [0.004 0.001 0.001 0.001]
T

and

|vk| ≤ [0.002 0.01 0.002]
T

. The switched matrices Mσ(k)

and Pσ(k) are obtained by solving constraints (4) using
the generalized inverse. The optimal correction switched
matrix Λσ(k) is designed by solving the optimization prob-
lem in Theorem 2, with γi = 0.3333 and αi = 0.8,
∀i ∈ I = {1, 2, 3}. εi is obtained using Equation (18) for

s1 = [1 1 1 1]
T

and s2 [ 1 1 1]
T

. Detailed expressions of
numerical solutions are omitted because of space limita-
tions.

The results of interval estimation are depicted in Fig. 3
which shows that the proposed method allows to obtain a
very accurate interval estimation of vehicle state variables.

5. CONCLUSION

In this paper, a set-membership state estimation method
based on zonotopes was proposed for uncertain switched
discrete-time systems. The proposed approach is suitable
for not only linear uncertain switched system but also for
switched LPV system that can be reformulated as systems
with additive uncertainties. All admissible state trajecto-
ries found by the set-membership approach are consistent
with both measurements and system model relations. The
size of intersection zonotope is minimized at each sample
instant by solving a convex LMI-optimization problem.
Application to vehicle state estimation demonstrates the
efficiency of the proposed approach.
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Appendix A. VEHICLE DYNAMICS AND VISION
SYSTEM PARAMETERS

Lateral Dynamics

Fyf , Fyr Lateral tire force of front and rear tires
vy , vx Lateral and longitudinal velocities (m.s−1)
r Yaw rate (rad.s−1)
δf Front steering angle (rad)

cf , cr Cornering stiffness of front and rear tires (N.rad−1)
lf , lr Distances from front and rear axle to the CG (m)
m Vehicle mass (kg)
Iz Moment of inertia (kg.m2)

Vision System

yL Offset displacement at a look ahead distance (m)
ψL Angular displacement at a look ahead distance (rad)
ls Look ahead distance (m)
ρ Road curvature (m−1)
β Sideslip angle (rad)

Measured vehicle specifications for the simulation and experimental
validation can be found in Ifqir et al. [2018].
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